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1 INTRODUCTION 3

1 Introduction

These notes were taken in University of Illinois, Urbana Champaign (UIUC)’s Math 545 (Harmonic
Analysis) class in Spring 2020, taught by Professor Xiaochun Li. Please send questions, comments,
complaints, and corrections to jinghui4@illinois.edu.

These notes are an overview of harmonic analysis in real methods. Basically we will cover the
topics:

• Marcinkiewicz interpolation; Approximation to the identity; Fourier transforms;

• The theory of Calderon-Zygmund singular integrals;

• Littlewood-Paley theory; Multiplies;

• BMO and Carleson measure; T1 theroem;

• Besicovitch sets and the unboundedness of the disk multiplier.

The course web page can be founded here: https://faculty.math.illinois.edu/~xcli/teaching/
20math545/math545.html.

In this note, we will frequently use some abbreviations:

• MCT = Monotone Convergence Theorem;

• DCT = Dominated Convergence Theorem.

jinghui4@illinois.edu
https://faculty.math.illinois.edu/~xcli/teaching/20math545/math545.html
https://faculty.math.illinois.edu/~xcli/teaching/20math545/math545.html
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2 Marcinkewicz Interpolation Theorem

We will always assume (X,A, µ) is a measure space.

Definition 1. A Weak-Lp norm is defined to be

∥f∥p,∞ = sup
λ>0

[λpµ({x ∈ X : |f(x)| > λ})]
1
p .

Denote Lp,∞(X) = {f : X → C : ∥f∥p,∞ <∞}, and set L∞,∞(X) = L∞(X).

Note 1. We have L∞(X) ⊂ Lp,∞(X).

Theorem 1 (Riesz-Thorin Interpolation Theorem). Suppose (X,A, µ) and (Y,B, ν) are measure
spaces, and p0, p1, q0, q1 ∈ [1,∞]. If q0 = q1 = ∞, we further assume ν is σ-finite. If T is a linear operator
such that ∥Tf∥q0 ≤ M0∥f∥p0 for all f ∈ Lp0 (that is, T is strong (p0, q0)) and ∥Tf∥q1 ≤ M1∥f∥p1 for
all f ∈ Lp1 , then for any 0 < θ < 1, we have for any f ∈ Lpθ ,

∥Tf∥qθ ≤M1−θ
0 M θ

1 ∥f∥pθ .

Here pθ, qθ are given by 
1
pθ

= 1−θ
p0

+ θ
p1

1
qθ

= 1−θ
q0

+ θ
q1

For the proof, readers can refer to [1].

Definition 2. T is called sublinear if |T (f1 + f2)| ≤ |Tf1|+ |Tf2| for any f1, f2 ∈ Lp(X,A, µ), and

|T (αf)| = |α| · |Tf |

for any f ∈ Lp and α ∈ C. If T satisfies ∥Tf∥Lp,∞(X) ≤ C∥f∥p for any f ∈ Lp, then T is called weak
(p, q).

Theorem 2 (Marcinkiewicz Interpolation Theorem, or Real Interpolation Theorem). Sup-
pose that (X,A, µ) and (Y,B, ν) are measure spaces, and p0, p1, q0, q1 ∈ [1,∞] s.t. p0 ≤ q0, p1 ≤ q1,
q0 ̸= q1. Let p, q are given by 

1
p
= 1−θ

p0
+ θ

p1

1
q
= 1−θ

q0
+ θ

q1

Then T is a sublinear operator s.t. T is weak (p0, q0) and weak (p1, q1), then T is weak (p, q).

To prove this theorem, we first need an easy fact.

Lemma 1. ∥f∥pp = p
∫∞
0
λp−1µ({x ∈ X : |f(x)| > λ})dλ, 0 < λ <∞.
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Proof. Suppose µ is σ-finite. Let Eλ = {x : |f(x)| > λ}. Then

p

∫ ∞

0

λp−1µ(Eλ) = p

∫ ∞

0

λp−1

∫
X

χ(Eλ)dµdλ

= p

∫
X

(∫ ∞

0

λp−1χ(Eλ)dλ

)
dµ (Fubini’s Theorem)

= p

∫
X

(∫ |f(x)|

0

λp−1dλ

)
dµ

=

∫
X

|f(x)|pdµ

= ∥f∥pp.

The general case when µ is necessarily σ-finite is left to the readers.

Proof of Theorem 2. We restrict to the simple case when p0 = q0, p1 = q1 and p0 ̸= p1.
By assumption, T is weak (p0, p0) and weak (p1, p1). We show that T is strong (p, q).
∀λ > 0, write f = f0 + f1, where f0 = f · χ({x : |f(x)| > Cλ}) and f1 = f · χ({x : |f(x)| ≤ Cλ}).

Note
µ({x : |Tf(x)| > λ}) ≤ µ({x : |T0f(x)| >

λ

2
}) + µ({x : |T1f(x)| >

λ

2
}). (1)

1. Case 1: p1 = ∞.

In this case, ∥Tf∥∞ ≤ A1∥f∥∞. Here we assume, by assumption of weak (pi, qi), ∀ f , ∥Tf∥p0,∞ ≤
A0∥f∥p0 and ∥Tf∥p1,∞ ≤ A1∥f∥p1 . Thus, ∥Tf1∥∞ ≤ A1∥f1∥∞ ≤ CλA1.

Choose C = 1
2A1

, we obtain ∥Tf1∥∞ ≤ λ
2
, which implies µ({x : |T1f(x)| > λ

2
}) = 0. Then from

Lemma 1, we have

∥Tf∥pp = p

∫ ∞

0

λp−1µ({x : |Tf(x)| > λ})dλ

≤ p

∫ ∞

0

λp−1µ({x : |T0f(x)| >
λ

2
})dλ

≤ p

∫ ∞

0

λp−1
(2A0)

p0∥f0∥p0p0
λp0

dλ (Chebyshev’s inequality)

= p(2A0)
p0

∫ ∞

0

λp−p0−1

∫
{x:|f(x)|>Cλ}

|f(x)|p0dµdλ

= p(2A0)
p0

∫
X

|f(x)|p0
(∫ |f(x)|

C

0

λp−p0−1dλ

)
dµ

=
p

p− p0
· (2A0)

p0 · (2A1)
p−p0 · ∥f∥pp.
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2. Case 1: p1 <∞.

∥Tf∥pp ≤ p

∫ ∞

0

λp−1µ({x : |T0f(x)| >
λ

2
})dλ+ p

∫ ∞

0

λp−1µ({x : |T1f(x)| >
λ

2
})dλ

≤ p

∫ ∞

0

λp−1

(
2A0

λ
∥f0∥p0

)p0
dλ+ p

∫ ∞

0

λp−1

(
2A1

λ
∥f0∥p1

)p1
dλ

≤ p(2A0)
p0

∫ ∞

0

λp−p0−1

∫
{x:|f(x)|>Cλ}

|f(x)|p0dµdλ

+ p(2A1)
p1

∫ ∞

0

λp−p1−1

∫
{x:|f(x)|≤Cλ}

|f(x)|p1dµdλ

=

(
p · (2A0)

p0

Cp−p0(p− p0)
+

p · (2A1)
p1

Cp−p1(p1 − p)

)
· ∥f∥pp.

We have another vision for Theorem 2 in the restricted version, which is stated as follow:

Theorem 3 (Stein-Weiss Theorem). Let p0, p1, q0, q1 ∈ [1,∞]. Suppose T is linear and for any
measurable set E, ∥T · χ(E)∥q0,∞ ≤ C0 · |E|1/p0 and ∥T · χ(E)∥q1,∞ ≤ C1 · |E|1/p1 Let p, q are given by

1
p
= 1−θ

p0
+ θ

p1

1
q
= 1−θ

q0
+ θ

q1

where 0 < θ < 1. Then T is strong (p, q).

Proof. By the same way we proved Marcinkiewicz Interpolation Theorem, it is obvious that from the
assumption in the theorem, T satisfies

∥T · χE∥q ≤ C|E|1/p.

Call this T restricted (strong) type (p, q). Now take f ∈ Lq
′ , where 1/q + 1/q′ = 1, and E

measurable with |E| <∞. Define

bf (E) =

∫
T · χE · f(x)dµ.

By Hölder’s inequality,
|bf (E)| ≤ ∥T · χE∥q · ∥f∥q′ ≤ C|E|1/p∥f∥q′ .

Hence bf (·) is a signed measure, and is absolutely continuous with respect to µ. By Radon-Nikodym
Theorem, there exists h = T ∗f ∈ L1 s.t.

bf (E) =

∫
E

h(x)dµ.

Therefore, for any f ∈ Lq
′ and measurable E with |E| <∞, there is∫

T · χE · f(x)dµ =

∫
χE · T ∗f(x)dµ.
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Because T is linear, for any simple function s, we have∫
Ts(x) · f(x)dµ =

∫
s(x) · T ∗f(x)dµ.

We need the following lemma:

Lemma 2. Suppose T satisfies the conditions stated in the theorem. Then T ∗ is weak (p, q) type.

Proof. For λ > 0, denote

E+(λ) = {x : T ∗f(x) > λ},

E−(λ) = {x : T ∗f(x) < −λ}.

Then
µ({x : |T ∗f(x)| > λ}) = µ(E+(λ)) + µ(E−(λ)).

For E+(λ), we have

µ(E+(λ)) =

∫
X

χE+(λ)(x)dµ

≤ 1

λ

∫
T ∗f(x) · χE+(λ)(x)dµ

=
1

λ

∫
f(x) · TχE+(λ)(x)dµ

≤ 1

λ
∥TχE+(λ)∥q · ∥∥q′

≤ C

λ
|E+(λ)|1/p · ∥∥q′ .

Similar we can obtain the estimate for E−(λ).

Now back to the theorem. Take θ0, θ1 s.t. 0 < θ0 < θ < θ1 < 1, then from previous discussion,
T is restricted (strong) type (pθ0 , qθ0) and restricted (strong) type (pθ1 , qθ1). Then from Lemma 2,
we know T ∗ is weak (q′θ0 , p

′
θ0

) and weak (q′θ1 , p
′
θ1

). From Marcinkiewicz Interpolation Theorem, T ∗ is
strong (q′θ, p′θ). In the same way, we know T ∗∗ is strong (pθ, qθ). Now for any simple function s and
f ∈ Lq

′
θ , we have ∫

T ∗f(x) · s(x)dµ =

∫
f(x) · Ts(x)dµ =

∫
f(x) · T ∗∗s(x)dµ,

hence T ∗∗s = Ts. By MCT, we know T = T ∗, which implies that T is strong (pθ, qθ), or just strong
(p, q).
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3 Maximal Functions

Definition 3. If
∫
K
|f(x)|dx <∞ for any compact set K, then say f(x) is locally integrable. Denote

L1
loc(Rn) := {f : Rn → C : f locally integrable}.

Definition 4. For f ∈ L1
loc(Rn), we define the (Hardy-Littlewood) maximal function to be

Mf(x) := sup
B

χ(B)

|B|

∫
B

|f(y)|dy,

for every x ∈ Rn.

Theorem 4. M is weak (1,1), i.e. ∥Mf∥1,∞ ≤ C∥f∥1, or

|{x ∈ Rn :Mf(x) > λ}| ≤ C∥f∥1
λ

,

and ∥Mf∥∞ ≤ ∥f∥∞.

Corollary 1. M is strong (p, p), for 1 < p <∞.

Lemma 3 (Vitali Covering Lemma). Let E ⊂ Rn be Lebesgue measurable set. E ⊂ ∪αBα, where
Bα are balls in Rn and supα r(Bα) <∞. Then there exists a disjoint collection Bα1

, Bα2, · · · (at most
countably), such that

∑∞
k=1m(Bαk

) ≥ Cn ·m(E), where the constant depends only on n. (Usually, we
choose Cn = 5−n.)

Proof. Take Bα1
to be a ball in {Bα} such that r(Bα) ≥ 1

2
supα r(Bα). Suppose we’ve chosen

Bα1
, · · · , Bαk

. Now to choose the next ball Bαk+1
s.t.

1. Bαk+1
∩
(
∪kj=1Bαj

)
= ∅.

2. r(Bαk+1
) ≥ 1

2
sup{r(Bα) : Bα ∩

(
∪kj=1Bαj

)
= ∅}.

Then Bα1
, · · · , Bαk

, · · · are disjoint, and

Cnm(E) ≤
∞∑
k=1

m(Bαk
).

We’ve chosen the sequence {Bαk
}. If RHS = ∞, then we have our result. Now assume

∑∞
k=1m(Bαk

) <

∞. Let B∗
αk

be the ball with same center as Bαk
, but 5 times the radius. Claim that E ⊂ ∪B∗

αk
. Once

we have this, we have

m(E) ≤ m(∪B∗
αk
) ≤

∑
m(B∗

αk
) = 5n

∑
m(Bαk

).

Suffice to prove the claim. It suffices to show that each Bα ⊂ ∪B∗
αk

. Fix α. If α = αk for some k, we’re
done. Suppose α ̸= αk.

By assumption, d(Bαk
) → 0. Let k be the smallest integer s.t. d(Bαk+1

) ≤ 1
2
d(Bα). Then Bα must

intersect one of Bα1
, · · · , Bαk

, or else we may choose it instead of Bαk+1
. Therefore Bα must intersects

some Bβ for some β ≤ αk. Also 1
2
d(Bα) ≤ d(Bβ). Claim that Bα ⊂ B∗

β.
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Indeed, let xβ be the center of Bβ and y be a point in Bβ ∩Bα. Then ∀x ∈ Bα, we have

|x− xβ| ≤ |x− y|+ |y − xβ| < d(Bα) +
1

2
d(Bβ) ≤

5

2
d(Bβ),

or x ∈ B∗
β. Therefore we’ve show Bα ⊂ B∗

β and we’re done.

Proof of Theorem 4. We need to show for any λ > 0,

m({x ∈ Rn :Mf(x) > λ}) ≤ C∥f∥1
λ

.

Let Eλ := {x :Mf(x) > λ}. Now for any x ∈ Eλ, there exists Bx s.t. x ∈ Bx and

1

m(Bx)

∫
Bx

|f |dy > λ. (∗)

Thus Eλ ⊂ ∪x∈Eλ
Bx, supx∈Eλ

r(Bx) <∞. By (∗),

m(Bx) <
1

λ

∫
Bx

|f(y)|dy ≤ 1

λ

∫
Rn

|f | = ∥f∥1
λ

<∞,

and then supx∈Eλ
m(Bx) ≤ ∥f∥1

λ
< ∞, m(Bx) = Cn(r(Bx))

n. By Vitali Covering Lemma (Lemma 3),
there exists Bx1

, · · · , Bxk
, · · · s.t. they are disjoint and

m(Eλ) ≤ Cn

∞∑
k=1

m(Bxk
)

(∗)
≤ Cn

∞∑
k=1

1

λ

∫
Bx

|f |dy =
Cn
λ

∑
k

∫
Bxk

|f | ≤ Cn∥f∥1
λ

.

Theorem 5 (Lebesgue Differentiation Theorem). Let f ∈ Lp(Rn) (p ≥ 1). Then

lim
r(B)→0

x∈B

1

m(B)

∫
B

f(y)dy = f(x) a.e. x ∈ Rn.

Proof. If f ∈ Cc(Rn) = {all continuous functions with compact support}. Then

lim
r(B)→0

1

m(B)

∫
B

f(y)dy = f(x).

Consider for p = 1. Define

lim
r(B)→0

x∈B

1

m(B)

∫
B

f(y)dy = inf
δ>0

sup
r(B)<δ
x∈B

1

m(B)

∫
B

f(y)dy = lim
δ→0

sup
r(B)<δ
x∈B

1

m(B)

∫
B

f(y)dy;

lim
r(B)→0

x∈B

1

m(B)

∫
B

f(y)dy = sup
δ>0

inf
r(B)<δ
x∈B

1

m(B)

∫
B

f(y)dy = lim
δ→0

sup
r(B)<δ
x∈B

1

m(B)

∫
B

f(y)dy.

Define
θ(f)(x) = lim

r(B)→0
x∈B

1

m(B)

∫
B

f(y)dy − lim
r(B)→0

x∈B

1

m(B)

∫
B

f(y)dy,

and we will show θ(f)(x) = 0 a.e. Since Cc(Rn) is dense in L1, for f ∈ L1, ϵ > 0, there exists g ∈ Cc(Rn)
s.t. ∥f − g∥1 < ϵ, θ(g)(x) = 0. Also

|θ(f)(x)| = |θ(f)(x)− θ(g)(x)| ≤ |θ(|f − g|)(x)| ≤ 2M(|f − g|)(x).
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Because {x : |θ(f)(x)| > λ} ⊂ {x :M(f − g)(x) > λ
2
},

m({x : |θ(f)(x)| > λ}) ≤ m({x :M(f − g)(x) >
λ

2
}) ≤ C

λ
∥f − g∥1 <

C

λ
ϵ.

Let ϵ→ 0, m({x : |θ(f)(x)| > λ}) = 0, which implies θ(f)(x) = 0 a.e.
Let

FBf(x) =
χ(B)

m(B)

∫
B

f − f(x),

we will show lim r(B)→0
x∈B

FBf(x) = 0 a.e. This can be obtained from∣∣∣∣∣ lim
r(B)→0

x∈B

FBf(x)

∣∣∣∣∣ =
∣∣∣∣∣ lim
r(B)→0

x∈B

(FBf(x)− FBg(x))

∣∣∣∣∣ ≤ lim
r(B)→0

x∈B

2M(f − g)(x) = 2M(f − g)(x).

Hence

m({x :

∣∣∣∣∣ lim
r(B)→0

x∈B

FBf(x)

∣∣∣∣∣ > λ}) ≤ m({x :M(f − g)(x) >
λ

2
}) ≤ C∥f − g∥2

λ
<
C

λ
ϵ,

which tends to 0 as ϵ→ 0, and thus lim r(B)→0
x∈B

FBf(x) = 0 a.e.
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4 Approximate to the Identity

Definition 5. Let ϕ ∈ L1(Rn) and
∫
Rn ϕdx = 1. Define

ϕϵ(x) = ϵ−nϕ(ϵ−1x).

Then {ϕϵ}ϵ>0 is called an approximation to the identity.

Definition 6. Schwartz space, denoted by S(Rn), is defined to be the space

S(Rn) = {f ∈ C∞(Rn) : sup
x∈Rn

|xαDβf(x)| <∞, α, β ∈ Nn},

where for x = (x1, x2, · · · , xn) ∈ Rn and α = (α1, α2, · · · , αn) ∈ Nn,

xα = xα1
1 · · ·xαn

n

Dβ = ∂xβ1

1 · · · ∂xβn
n .

Observation 1. C∞
c (Rn) ⊂ S(Rn).

Lemma 4. Let f ∈ S(Rn), then
|Dβf(x)| ≤ CN,β

(1 + |x|)N

for any N ∈ N, x ∈ Rn and β ∈ Nn, and CN,β is independent of x.

Definition 7. Define the convolution of f and g by

f ∗ g =

∫
Rn

f(x− y)g(y)dy.

Observation 2. f ∗ g = g ∗ f .

Lemma 5. Let {ϕϵ}ϵ>0 be an approximation to the identity. Then limϵ→0 ϕϵ ∗ f(x) = f(x) for any
f ∈ S(Rn).

Proof. By definition, we have

ϕϵ ∗ f(x) =
∫
Rn

ϕϵ(y)f(x− y)dy

= ϵ−n
∫
ϕ(ϵ−1y)f(x− y)dy

=

∫
ϕ(y)f(x− ϵy)dy

So limϵ→0 ϕϵ ∗ f(x) = limϵ→0

∫
ϕ(y)f(x− ϵy)dy. Since f ∈ S, which implies f ∈ L∞, and also

|ϕ(y)f(x− ϵy)| ≤ |ϕ(y)| · ∥f∥∞.
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Then by DCT, we have

lim
ϵ→0

ϕϵ ∗ f(x) = lim
ϵ→0

∫
ϕ(y)f(x− ϵy)dy

=

∫
ϕ(y) lim

ϵ→0
f(x− ϵy)dy

=

∫
ϕ(y)f(x)dy

= f(x)

∫
Rn

ϕ(y)dy = f(x).

Example 1. Let ϕ(x) = e−π|x|
2 , then {ϕϵ}ϵ>0 is an approximation to the identity.

Lemma 6 (Minkowski). For 1 ≤ p <∞,[∫
Rn

(∫
Rn

|f(x, y)|dy
)p

dx

]1/p
≤
∫
Rn

(∫
Rn

|f(x, y)|pdx
)1/p

dy.

Remark 1. For 1 ≤ p <∞, we always have

∥f∥p = sup
{∣∣∣∣∫

Rn

fg

∣∣∣∣ : g ∈ Lq(Rn), ∥g∥q = 1,
1

p
+

1

q
= 1

}
.

Proof. By Remark 1, LHS = sup
{∣∣∫

Rn

(∫
Rn |f(x, y)|dy

)
· g(x)dx

∣∣ : g ∈ Lq(Rn), ∥g∥q = 1, 1
p
+ 1

q
= 1
}

.
Note that ∣∣∣∣∫ (∫ |f(x, y)|dy

)
· g(x)dx

∣∣∣∣ ≤ ∫ ∫ |f(x, y)|dy · |g(x)|dx

=

∫ (∫
|f(x, y)| · |g(x)|dx

)
dy (Fubini)

≤
∫ (∫

|f(x, y)|pdx
)1/p

· ∥g∥qdy (Hölder)

=

∫ (∫
|f(x, y)|pdx

)1/p

dy.

Taking exponent 1
p

to both sides, we obtain our results.

Theorem 6. Let 1 ≤ p < ∞, ϕ ∈ L1(Rn),
∫
ϕ = 1, and ϕϵ(x) = ϵ−nϕ(ϵ−1x). Then ∀ f ∈ Lp(Rn), we

have
lim
ϵ→0

∥f ∗ ϕϵ − f∥p = 0.

Remark 2. In case for p = ∞, the theorem does NOT hold generally!

Theorem 7. Let ϕ ∈ L1,
∫
ϕ = 1 and ψ(x) = sup|y|≥|x| |ϕ(y)| (ψ is called the least decreasing radial

majorant of ϕ). Suppose ψ ∈ L1,
∫
ψ = A. Then

1. We have supϵ>0 |f ∗ ϕϵ(x)| ≤ A ·Mf(x) for any f ∈ L1
loc.
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2. For any f ∈ Lp(Rn) with 1 ≤ p <∞,

lim
ϵ→0

f ∗ ϕϵ(x) = f(x) a.e. x ∈ Rn.

Proof of Theorem 6. Note that

f ∗ ϕϵ(x)− f(x) =

∫
(f(x− y)− f(x))ϕϵ(y)dy

=

∫
(f(x− ϵy)− f(x))ϕ(y)dy.

By Minkowski’s inequality,

∥f ∗ ϕϵ − f∥p ≤
∫
Rn

|ϕ(y)| · ∥f(· − ϵy)− f(·)∥pdy.

Hence

lim
ϵ→0

∥f ∗ ϕϵ − f∥p ≤
∫
Rn

|ϕ(y)| · ∥f(· − ϵy)− f(·)∥pdy

=

∫
Rn

|ϕ(y)| · lim
ϵ→0

∥f(· − ϵy)− f(·)∥pdy, (DCT)

and by ∥f(· − ϵy)− f(·)∥p → 0, as ϵ→ 0, we obtain the assertion.

Proof of Theorem 7. Part 2 of the theorem follows from Theorem 1. It suffices to check part 1 of
the theorem.

By the translate invariance and dilation invariance, it is suffices to show that |f∗ϕ1(0)| ≤ A·Mf(0).
Note that |ϕ(y)| ≤ |ψ(x)| for all x, it suffices to show for any non-negative function f , we have
f ∗ ψ(0) ≤ A ·Mf(0).

Recall that ∫
Rn

f(x)dx =

∫ ∞

0

∫
Sn−1

f(rx′)rn−1dx′dr,

where dx′ is the surface measure of Sn−1. Note

f ∗ ψ(0) =
∫
Rn

f(x)ψ(x)dx

=

∫ ∞

0

∫
Sn−1

f(rx′)ψ(r)rn−1dx′dr

=

∫ ∞

0

(∫
Sn−1

f(rx′)dx′
)
ψ(r)rn−1dr.

Set F (r) =
∫
Sn−1 f(rx

′)dx′, then f ∗ ψ(0) =
∫∞
0
F (r)ψ(r)rn−1dr. Let

G(r) =

∫
B(0,r)

f(x)dx =

∫ r

0

tn−1

∫
Sn−1

f(tx′)dx′dt =

∫ r

0

tn−1F (t)dt.

Then G′(r) = rn−1F (r), which implies

f ∗ ψ(0) =
∫ ∞

0

G′(r)ψ(r)dr = ψ(r)G(r) |r=∞
r=0 −

∫ ∞

0

G(r)dψ(r).

Claim 1. limr→∞ ψ(r)G(r) = limr→0 ψ(r)G(r) = 0. Moreover, limr→∞ ψ(r)rn = limr→0 ψ(r)r
n = 0.
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Assume Claim 1, we have

f ∗ ψ(0) =
∫ ∞

0

G(r)d(−ψ(r))

≤Cn ·Mf(0)

∫ ∞

0

rnd(−ψ(r))

=nCn ·Mf(0)

∫ ∞

0

ψ(r)rn−1dr

=Mf(0)

∫
Rn

ψ(x)dx = A ·Mf(0).

Proof of Claim 1. Since |G(r)| =
∣∣∣∫B(0,r)

f(x)dx
∣∣∣ ≤ Cn · rn ·Mf(0), we have

|ψ(r)G(r)| ≤ Cnψ(r)r
n ·Mf(0).

It remains to show limr→0 ψ(r)r
n = 0 = limr→∞ ψ(r)rn. Note that

ψ(r)rn =Cn
′

(∫
r
2<|x|≤r

dx

)
ψ(r)

≤Cn
′

(∫
r
2<|x|≤r

ψ(x)dx

)
(ψ(x) is monotonically decreasing and L1)

→ 0,

as r → 0 (also when r → ∞). The claim follows.

Lemma 7. Let {Tϵ}ϵ>0 be a family of linear operators on Lp(Rn) and define T ∗f(x) = supϵ>0 |Tϵf(x)|.
If T ∗ is weak (p, p), then the set {f ∈ Lp(Rn) : limϵ→0 Tϵf(x) = f(x) a.e.} is closed in Lp(Rn).

Proof. Let fk ∈ Lp and ∥fk − f∥p → 0 as k → ∞. Suppose limϵ→0 Tϵfk(x) = fk(x) a.e. Show that
limϵ→0 Tϵf(x) = f(x) a.e. This is straightforward, since∣∣∣∣{x ∈ X : lim sup

ϵ→0
|Tϵf(x)− f(x)| > λ

}∣∣∣∣ = ∣∣∣∣{x ∈ X : lim sup
ϵ→0

|Tϵ(f − fk)(x)− (f − fk)(x)| > λ

}∣∣∣∣
≤m

({
x ∈ X : T ∗(f − fk)(x) >

λ

2

})
+m

({
x ∈ X : |(f − fk)(x)| >

λ

2

})
≤
Cp1∥f − fk∥pp

λp
+
Cp2∥f − fk∥pp

λp

=

(
C

λ

)p
∥f − fk∥pp

which converges to 0 as k → ∞.

We end this section with an example, which is fundamental in PDE.

Example 2. Let ϕ(x) = (4π)−n/2e−|x|2/4 and ϵ =
√
t for t > 0. Define ϕϵ(x) = ϕ√

t(x) = (4πt)−n/2e−|x|2/4t.
Now consider the initial value problem:{

∆xu = ut, (x, t) ∈ Rn+1
+ = {(x, t) : x ∈ Rn, t > 0}

u(x, 0) = f(x) ∈ Lp(Rn), 1 ≤ p <∞
(∗)
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Then u(x, t) =Wt∗f(x) = ϕϵ∗f(x) solves (∗), and from Theorem 7, we have limt→0 u(x, t) = f(x).

Remark 3. The function ϕϵ is the function Wt(x), the fundamental solution for ∆xu− ut = 0.
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5 Fourier Transform

Definition 8. Let f ∈ L1(Rn), define its Fourier transform f̂(ξ), ξ ∈ Rn to be

f̂(ξ) =

∫
Rn

f(x)e−2πixξdx.

Theorem 8. Let f ∈ L1(Rn), then

1. ∥f̂∥∞ ≤ ∥f∥1.

2. f̂ is uniformly continuous on Rn.

3. lim|ξ|→∞ f̂(ξ) = 0.

4. If g ∈ L1(Rn), then f̂ ∗ g = f̂ · ĝ.

Proof. Part 1 and 2 are straightforward and left to readers. We only prove the last two parts.
For 3, note

f̂(ξ) =

∫
f(x)e−2πixξ

(
e
−2πiξ· ξ

2|ξ|2
)
· (−1)dx

= −
∫
f(x)e

−2πiξ
(
x+ ξ

2|ξ|2

)
dx

= −
∫
f

(
x− ξ

2|ξ|2

)
e−2πiξxdx.

Also by definition f̂(ξ) =
∫
f(x)e−2πixξdx, so 2f̂(ξ) =

∫ (
f(x)− f

(
x− ξ

2|ξ|2

))
e−2πixξdx, and thus

2|f̂(ξ)| ≤
∫ ∣∣∣f(x)− f

(
x− ξ

2|ξ|2

)∣∣∣ dx. This implies lim|ξ|→∞
∫ ∣∣∣f(x)− f

(
x− ξ

2|ξ|2

)∣∣∣ dx = 0, since
ξ

2|ξ|2 → 0 and by continuity of L1-norm. Hence we have the result.
For 4, we directly calculate:

f̂ ∗ g(ξ) =
∫
f ∗ g(x)e−2πixξ

=

∫ ∫
f(x− y)g(y)dy · e−2πixξdx

=

∫
g(y)

∫
f(x)e−2πixξdx · e−2πiyξdy

= f̂(ξ) · ĝ(ξ).

Theorem 9. Let f ∈ L1.

1. (̂Tbf)(ξ) = e−2πiξbf̂(ξ), where Tbf(x) = f(x+ b).

2. (̂Mhf)(ξ) = f̂(ξ − h), where Mhf(x) = e2πiξhf(x).

3. (̂Dtf)(ξ) = f̂(tξ), where Dtf(x) = t−nf(t−1x).
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4. Let ρ be an orthogonal transformation on Rn. (We call a linear transformation ρ : Rn → Rn is
orthogonal if ρ preserves the inner product, i.e. ρ(x) ·ρ(y) = ρ(x ·y)) Then f̂ ◦ ρ(ξ) = f̂ ◦ρ(ξ) =
f̂(ρ(ξ)).

Proof. Parts 1∼3 are left to readers. We only concern part 4. It is also straightforward:

f̂ ◦ ρ(ξ) =
∫
f(ρ(x))e−2πixξdx

=

∫
f(y)e−2πiρ−1(y)ξdy

= f(y)e−2πiρ(ξ)ydy = f̂(ρ(ξ)).

Theorem 10. Let f ∈ L1(Rn), then ∂f̂(ξ)
∂ξk

= ̂(−2πixkf(x))(ξ), if xkf(x) ∈ L1(Rn), and
(̂
∂f
∂xk

)
(ξ)(k) =

2πiξkf̂(ξ) if ∂f
∂xk

∈ L1.

Proof. Let h = (0, · · · , 0, hk, 0, · · · , 0), then by nasty calculation,

∂f̂(ξ)

∂ξk
= lim

hk→∞

f̂(ξ + h)− f̂(ξ)

hk
= · · · = ̂(−2πixkf(x))(ξ).

The other is the same. The calculation is left to readers.

Theorem 11. Let Dα
(
= ∂α

∂xα

)
= ∂xα1

1 ∂xα2
2 · · · ∂xαn

n , where α = (α1, · · · , αn) ∈ Nn\0. Let p(x) =∑
α

|α|≤d
aαx

α, where |α| =
∑n

i=1 α1. Define p(D) =
∑

α
|α|≤d

aαD
α. Then for f ∈ S(Rn),

P (D)f̂(ξ) = ̂(P (−2πix)f(x))(ξ),

and
P̂ (D)f(ξ) = P (2πiξ)f̂(ξ).

The proof is left to readers.

Definition 9. The inverse Fourier Transform is defined to be

ǧ(x) =

∫
Rn

g(ξ)e2πixξdξ = ĝ(−x).

A natural question comes up: whether we can find a relationship of Fourier Transform and inverse
Fourier Transform? Or explicitly, does there exist the following relation:

Claim 2. ˇ̂
f = f?

The answer is yes, provided f, f̂ ∈ L1, which we will state as the following theorem:

Theorem 12. Let f, f̂ ∈ L1, then ˇ̂
f = f .

We need a few lemmas before we prove the theorem.

Lemma 8. Let f, g ∈ L1, then
∫
f̂g =

∫
fĝ.
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Proof.

LHS =

∫ ∫
e−2πiξxf(x)dx · g(ξ)dξ

=

∫
f(x)

(∫
g(ξ)e−2πiξxdξ

)
dx = RHS.

Lemma 9. ê−π|·|2(ξ) = e−π|ξ|
2 .

Proof. It suffices to show it in 1-dimensional case, since by Fubini’s theorem,

LHS =

∫
e−π(x

1
1+···x2

n)e−2πi(x1ξ1+···+xnξn)dξ1 · · · dξn

=
n∏
j=1

∫
e−πx

2
je−2πixjξjdξj .

Let f(x) = e−πx
2 , where x ∈ R. Now to show f = f̂ . Notice that f is the solution of system{

u′ + 2πxu = 0

u(0) = 1
(∗)

i.e. ̂(u′ + 2πxu) = 0. This implies û′ + ̂(2πxu) = 0, and it is 2πiξû(ξ) + iû′(ξ) = 0. So û′ + 2πξû = 0

and û(0) =
∫
R u(x)dx =

∫
R f = 1. We observe û also satisfies (∗). Thus f̂ is the solution of (∗). By

uniqueness of solution, f = f̂ .

Corollary 2. ̂e−4π2|·|2(ξ) = (4π)−n/2e−|ξ|2/4.

Example 3 (Gaussian mean). Let g ∈ L1(Rn), then

Gϵ(g) =

∫
Rn

g(ξ)e−4π2ϵ2|ξ|2dξ

is called the Gaussian mean of
∫
Rn g(ξ)dξ.

Observation 3. limϵ→0Gϵ(g) =
∫
Rn g(ξ)dξ.

Lemma 10. If f ∈ L1(Rn), then when ϵ→ 0,∥∥∥∥∫
Rn

f̂(ξ)e2πixξe−4π2|ξ|2ϵ2dξ − f(x)

∥∥∥∥
L1(Rn)

→ 0.

That is,
∫
Rn f̂(ξ)e

2πixξe−4π2|ξ|2ϵ2dξ → f in L1.

Proof. ∫
Rn

f̂(ξ)e2πixξe−4π2|ξ|2ϵ2dξ =

∫
Rn

f(y) ̂(e2πixξe−4π2|ξ|2ϵ2)(y)dy (Lemma 8)

=

∫
Rn

f(y)ϵ−n ̂(e−4π2|·|2)(ϵ−1(x− y))dy.

Let φ(x) = ̂(e−4π2|·|2)(x) = (4π)−n/2e−|x|2/4 (by Corollary 2). Note
∫
φ = 1, so {φϵ} is an approximation

to the identity. Thus Lemma 10 holds by Theorem 6.
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Now we’re ready to prove our main theorem for the chapter.

Proof of Theorem 12. By Lemma 10, there exists a subsequence {ϵk} such that

1. ϵk → 0, as k → ∞.

2. limϵ→0

∫
Rn f̂(ξ)e

2πixξe−4π2|ξ|2ϵ2kdξ = f(x) a.e. x ∈ Rn. Then by DCT,

LHS =

∫
Rn

f̂(ξ)e2πixξ lim
k→∞

e−4π2|ξ|2ϵ2dξ

=

∫
Rn

f̂(ξ)e2πixξ

=
ˇ̂
f.
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6 Fourier Transform on L2(Rn) and Lp(Rn) (1 ≤ p ≤ 2)

We shall always notice that L2 is a Hilbert space.

Proposition 1. f ∈ S(Rn) if and only if f̂ ∈ S(Rn).

Proof. For implication direction, we need to show if f ∈ S(Rn),

sup
ξ∈Rn

∣∣∣(2πiξ)αDβ f̂(ξ)
∣∣∣ <∞.

Note

(2πiξ)αDβ f̂(ξ) = (2πiξ)α ̂((−2πix)βf(x))(ξ)

= ̂[Dα ((−2πix)βf(x))](ξ)

=

∫
Dα
(
(−2πix)βf(x)

)
e−2πiξxdx,

and Schwartz function implies |(2πiξ)αDβ f̂(ξ)| ≤
∫

CN

(1+|x|)N dx < ∞, for any N ∈ N. For the reverse
direction, suppose f̂ ∈ S(Rn), then ˇ̂

f ∈ S(Rn) by a similar argument as we did for implication direction,
since ˇ̂

f = f by Theorem 12.

Proposition 2. Suppose that f, f̂ , h, ĥ ∈ L1(Rn). Then ⟨f, h⟩ =
〈
f̂ , ĥ

〉
, where ⟨f, h⟩ =

∫
fh. In

particular, if f = h, ∥f∥2 = ∥f̂∥2.

Proof. 〈
f̂ , ĥ

〉
=

∫
f̂ ĥ =

∫
f(x)

ˆ̂
h. (Fubini)

Note

ˆ̂
h =

∫
f̂(ξ)e−2πiξxdξ

=

∫
ĥ(ξ)e2πiξxdξ =

ˇ̂
h(x) = h(x),

which implies
〈
f̂ , ĥ

〉
=
∫
f(x)h(x)dx = ⟨f, h⟩.

Our goal in this section, is to extend our Fourier transform to L2(Rn). For any f ∈ L2(Rn), choose
{fk} in S(Rn) such that fk

L2

−→ f . Thus f̂k is well-defined, f̂k ∈ S(Rn). Note that Schwartz functions
are dense in L2 space. There are few things to check:

• {f̂k} is Cauchy in L2(Rn):

∥f̂k − f̂j∥2 = ∥f̂k − fj∥2 = ∥fk − fj∥2 → 0.

By the completeness of L2(Rn), there exists g ∈ L2(Rn) such that limk→∞ f̂k
L2

= g, that is,
limk→∞ ∥f̂k − g∥2 = 0. Finally, define f̂ = g.
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• This is well-definiteness: Show that g is independent of choice of Cauchy sequence. Take f̃k
L2

−→ f ,
f̃k ∈ S(Rn). Assume that ˜̂

fk
L2

−→ g. We will show that g̃ = g.

Consider the sequence {f1, f̃1, f2, f̃2, · · · , fj , f̃j , · · · } = {hk}∞k=1. Then hk
L2

−→ f because f̃k
L2

−→ f

and fk
L2

−→ f .

{ĥk} is Cauchy, hence ĥk
L2

−→ h for some h ∈ L2(Rn). Note {ĥk} = {f̂1, ˆ̃f1, f̂2, ˆ̃f2, · · · , f̂j , ˆ̃fj , · · · }.
So g = limk→∞ f̂k

L2

= limk→∞
ˆ̃
fk = g̃

L2

= h. Hence g = g̃ = h in L2, g = g̃ a.e.

Theorem 13 (Plancherel). f ∈ L2, then f̂ ∈ L2 and ∥f̂∥2 = ∥f∥2.

Proof. Let fk
L2

−→ f , fk ∈ S. Then ∥f∥2 = limk→∞ ∥fk∥2, and f̂
L2

= limk→∞ f̂k. This implies
limk→∞ ∥f̂k∥2 = ∥f̂∥2. Notice that ∥fk∥2 = ∥f̂k∥2, so

∥f∥2 = lim
k→∞

∥fk∥2 = lim
k→∞

∥f̂k∥2 = ∥f̂∥2.

Theorem 14. Fourier transform is a unitary operator on L2(Rn). (The unitary operator on H is a
linear operator which is an onto isometry.)

Proof. It remains to show Fourier transform is onto. We have the following claim:

Claim 3. The range of Fourier transform is closed.

Proof of Claim 3. Suppose that ĝk
L2

−→ h, where gk ∈ L2. We show that h = ĝ for some g ∈ L2.
{gk} is Cauchy in L2. By previous theorem, {gk} is Cauchy in L2. So there exists g ∈ L2 such that
g
L2

= limk→∞ gk, i.e. limk→∞ ∥gk − g∥2 = 0. Suffice to show h = ĝ. It follows from

∥ĝ − h∥2 = ∥ĝ − ĝk + ĝk − h∥2 ≤ ∥ĝ − ĝk∥2 + ∥ĝk − h∥2
= ∥g − gk∥2 + ∥ĝk − h∥2 → 0.

Let R := the range of Fourier transform in L2. R is a closed subspace of L2. L2(Rn) = R ⊕ R⊥,
where R⊥ = {g ∈ L2 : ⟨f, g⟩ = 0,∀ f ∈ R}. Assume R ̸= L2(R2). Then R⊥ contains a non-zero
function, say, h ∈ R⊥ and h ̸= 0,

∫
f̂h = 0 for all f ∈ L2.

Exercise 1. Show that
∫
f̂g =

∫
fĝ for all f, g ∈ L2.

Exercise 2. Suppose f ∈ L1, g ∈ Lp, 1 ≤ p ≤ 2. Show that (̂f ∗ g)(ξ) = f̂ ĝ a.e.

By Exercise 1,
∫
fĥ = 0 for all f ∈ L2, which means ĥ⊥L2, thus ĥ = 0. This implies ∥h∥2 =

∥ĥ∥2 = 0, and hence h = 0 a.e. Contradiction!

Same as in L1, we can define inverse Fourier transform:

Definition 10. The inverse Fourier transform is defined to be f̌(x) =
∫
f(ξ)e2πixξdξ for f ∈ S(Rn).

If f ∈ L2(Rn), we define the inverse Fourier transform f̌
L2

= limk→∞ f̌k, here fk
L2

−→ f and fk ∈ S(Rn).
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Theorem 15. For any f ∈ L2, we have ˇ̂
f = f a.e.

Proof. Let U be the Fourier transform operator, i.e. Uf = f̂ . We make the first claim:

Claim 4. The left adjoint operator is given by U∗f = f̌ , i.e. for any f, g ∈ L2, we have ⟨U∗f, g⟩ =
⟨f, Ug⟩.

Proof of Claim 4. For f, g ∈ S(Rn),

⟨U∗f, g⟩ = ⟨f, Ug⟩ = ⟨f, ĝ⟩ (Exercise 1)

=

∫
fĝ

=

∫
f(x)

∫
g(ξ)e−2πiξxdξdx

=

∫
f̌(ξ)g(ξ)dξ =

〈
f̌ , g
〉
.

So U∗f = f̌ for all Schwartz functions f . Now let f ∈ L2(Rn), we need to show the same equality. Let
fk ∈ S(Rn) s.t. fk

L2

−→ f , and by definition limk→∞ f̌k = f̌ . For any g ∈ L2,

⟨U∗f, g⟩ = ⟨f, Ug⟩ = ⟨f, ĝ⟩

= ⟨f − fk, ĝ⟩+ ⟨fk, ĝ⟩

= ⟨f − fk, ĝ⟩+ ⟨U∗fk, g⟩ ,

which implies
| ⟨U∗f − U∗fk, g⟩ | = | ⟨f − fk, ĝ⟩ | ≤ ∥f − fk∥2 · ∥ĝ∥2 → 0.

So U∗f
L2

= limk→∞ U∗fk
L2

= limk→∞ f̌k
L2

= f̌ .

We have another claim:

Claim 5. U is unitary operator, so U∗ = U−1.

Proof of Claim 5. Let x ∈ L2. Then from Claim 4,

⟨U∗Ux, x⟩ = ⟨Ux,Ux⟩ = ∥Ux∥22 = ∥x∥22 = ⟨x, x⟩ .

Hence UastUx = x, i.e. U∗ = U−1.

Back to our Theorem 15. Combine Claim 4 and Claim 5, we have

ˇ̂
f = U∗f̂ = U∗Uf = (U−1U)f = f.

Now to extend Fourier transform to Lp, 1 ≤ p ≤ 2. We have already done when p = 1 and 2. It
suffice to consider the 1 < p < 2 part.
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Let f ∈ Lp, then one can write f = f1 + f2, where f1 = f · χ({x : |f(x)| ≥ 1}) and f2 = f · χ({x :

|f(x)| < 1}), with f1 ∈ L1 and f2 ∈ L2. Define f̂ := f̂1 + f̂2, where f̂1 is Fourier transform in L1 and
f̂2 is Fourier transform in L2.

This definition is well-defined:
Let L1 + L2 = {f : f = f1 + f2, f1 ∈ L1, f2 ∈ L2}, then

• Lp ⊂ L1 + L2.

This is because by define for any f ∈ Lp, let f = f1 + f2, where f1 = f · χ({x : |f(x)| ≥ 1}) and
f2 = f · χ({x : |f(x)| < 1}), then∫

|f2|2 ≤
∫

|f2|p ≤
∫

|f |p <∞,∫
|f1| ≤

∫
|f1|p ≤

∫
|f |p <∞.

This means f1 ∈ L1 and f2 ∈ L2.

• If f̂ = f̂1 + f̂2 = ĝ1 + ĝ2, where f1, g1 ∈ L1 and f2, g2 ∈ L2. Then f1 − g1 = g2 − f2 ∈ L1 ∩ L2.
Thus f̂1 − ĝ1 = ĝ2 − f̂2, which implies f̂1 + f̂2 = ĝ1 + ĝ2.

Theorem 16 (Hausdorff-Young). Let f ∈ Lp, 1 ≤ p ≤ 2. Then f̂ ∈ Lq and ∥f̂∥q ≤ ∥f∥p, 1
p
+ 1

q
= 1.

Proof. Note ∥f̂∥∞ = supRn |f̂(ξ)| = supRn

∣∣∫ f(x)e−2πiξxdx
∣∣ ≤ ∫ |f | = ∥f∥1 (f ∈ L1) and ∥f̂∥2 ≤ ∥f∥2

(f ∈ L2). By Riesz-Thorin Interpolation Theorem (Theorem 1), ∥f̂∥q ≤ ∥f∥p.

Theorem 17 (Young). Let f ∈ Lp, g ∈ Lq, p, q ≥ 1. Then f ∗g ∈ Lr, where 1+ 1
r
= 1

p
+ 1

q
. Moreover,

∥f ∗ g∥r ≤ ∥f∥p · ∥g∥q.

Proof. Fix f ∈ Lp, ∥f ∗g∥p ≤ ∥f∥p ·∥g∥1 by Minkowski’s inequality (Lemma 6). ∥f ∗g∥∞ ≤ ∥f∥p ·∥g∥p′ ,
where 1

p
+ 1

p′
= 1, by Hölder’s inequality. By Riesz-Thorin Interpolation Theorem (Theorem 1),

∥f ∗ g∥r ≤ ∥f∥p · ∥g∥q for 1
r
= 1−θ

p
+ θ

∞ , 1
q
= 1−θ

1
+ θ

p′
, where θ ∈ (0, 1), which implies 1+ 1

r
= 1

p
+ 1

q
.

Recall the Schwartz functions space S(Rn). Now define

∥f∥α,β = sup
x∈Rn

|xαDβf(x)|,

and fk → f ∈ S(Rn) iff limk→∞ ∥fk − f∥α,β = 0 for all α, β ∈ Nn.

Definition 11. Let L : S(Rn) → C be linear. L is called a continuous linear functional if
limk→∞ L(fk) = 0 whenever fk → 0 in S(Rn).

Definition 12. Let S ′(Rn) = {all continuous linear functionals on S(Rn)}, called the space of tem-
pered distributions.

Definition 13. Let T ∈ S ′(Rn). Define T̂ ∈ S ′(Rn) by

T̂ (φ) = T (φ̂),

for all φ ∈ S(Rn).
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Example 4. f is called tempered function if∫
|f(x)|

(1 + |x|)N
≤ ∞

for some N ≥ 1. Let J = {f : f is tempered}. Then ∀ g ∈ J , if ∃ f s.t.∫
Rn

gφ̂ =

∫
Rn

fφ

for all φ ∈ S(Rn), then define ĝ := f .

Example 5. Let µ be a finite Borel measure. Define

µ̂(ξ) =

∫
Rn

e−2πixξdµ(x).

We define the Dirac measure at 0, denoted by δ, that

δ(E) =

1 , 0 ∈ E

0 , 0 /∈ E,

where E is Borel set. Consider its Fourier transform as follow:

δ̂(ξ) =

∫
Rn

e−2πixξdδ

=

∫
Rn\{0}

e−2πixξdδ +

∫
{0}

e−2πixξdδ

=0 + 1 · δ({0}) = 1.

Hence a fact is that,
δ̂ = 1,

or
1̌ = δ.
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7 Singular Integrals

Definition 14 (Standard Calderón-Zygmund Kernel). Let K ∈ S1(Rn × Rn). Call K is a standard
Calderón-Zygmund kernel if K is a C-valued function in Rn ×Rn\{(x, y) ∈ Rn ×Rn : x = y}, and
K satisfies

1. |K(x, y)| ≤ C
|x−y|n , for x ̸= y.

2. |K(x, y)−K(x, y′)| ≤ C|y−y′|ϵ
|x−y|n+ϵ , for ϵ > 0 and |x− y| > 2|y − y′|.

3. |K(x, y)−K(x′, y)| ≤ C|x−x′|ϵ
|x−y|n+ϵ , for ϵ > 0 and |x− y| > 2|x− x′|.

The above conditions 1∼3 are called Calderón-Zygmund conditions, or C-Z conditionsd

Definition 15. Let T : S → S ′ be continuous in S and linear. T is called a Calderón-Zygmund
singular integral operator, or C-Z singular integral operator if T is associated with a standard
C-Z kernel, that is,

⟨Tφ, ψ⟩ = ⟨K,φ⊗ ψ⟩ ,

where φ⊗ ψ(x, y) = φ(x)ψ(y). Indeed, we have

⟨K,φ⊗ ψ⟩ =
∫
Rn×Rn

K(x, y)φ(x)ψ(y)dxdy

=

∫
Rn

(∫
Rn

K(x, y)φ(y)dy

)
ψ(x)dx (suppψ ∩ suppφ ̸= ∅)

= ⟨Tφ, ψ⟩ ,

and Tφ =
∫
Rn K(x, y)φ(y)dy.

Remark 4. One would wonder whether such a singular integral operator T can be extended to a
bounded operator on L2? The answer is yes. One can refer to T1 Theorem proved by David-Journé
(1984) [2]. Readers can also see in Lecture 16.

Theorem 18. Let T : S(Rn) → S ′(Rn) be a C-Z singular integral operator. If T can be extended to
a bounded operator on L2(Rn), then T is a weak (1,1) operator, that is,

m({x ∈ Rn : |Tf(x)| > λ}) ≤ C

λ
∥f∥1,

for any λ > 0.

Example 6 (Hilbert transform). For f ∈ C1
c (R), we define the Hilbert transform Hf(x) to be

Hf(x) =
1

π
lim
ϵ→0

∫
|x−y|>ϵ

f(y)

x− y
dy =

1

π
p.v.

∫
R

f(y)

x− y
dy

=
1

π
p.v.

∫
f(x− y)

y
dy =

1

π
lim
ϵ→0

∫
|y|>ϵ

f(x− y)

y
dy.

Now write
Hf(x) = lim

ϵ→0

∫
ϵ<|x−y|<1

f(y)

x− y
dy +

∫
|x−y|>1

f(y)

x− y
dy =: I + II.
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Note that

II ≤
(∫

|x−y|>1

dy

|x− y|2

)1/2

·
(∫

|f(y)|2
)

≤ C,

also

|I| =
∣∣∣∣limϵ→0

∫
ϵ<|x−y|<1

f(y)− f(x)

x− y

∣∣∣∣
≤ lim

ϵ→0

∫
|f(y)− f(x)| · χ({ϵ < |x− y| < 1})

|x− y|
dy ≤ ∥f∥∞ <∞,

since |f(y)− f(x)| ≤ ∥f∥∞ · |x− y|.

Example 7 (Riesz transform). Riesz transform is given by

Rjf(x) = Cn · lim
ϵ→0

∫
|x−y|>ϵ

xj − yj
|x− y|n+1

f(y)dy = Cn · p.v.
∫
Rn

xj − yj
|x− y|n+1

f(y)dy.

Example 8 (Cauchy integral along Lipschitz curve). Let γ be a Lipschitz curve in C, that is, γ is the
graph (x,A(x)) = x+ iA(x), where A(x) is Lipschitz function. Define the Cauchy integral

Cf(z) = p.v.
∫
z∈γ

f(ζ)

z − ζ
dz.

Substitute z by x+ iA(x) and ζ by y + iA(y), we have

Cf̃(x) = p.v.
∫
R

f̃(y)

x− y + i(A(x)−A(y))
dy,

where f̃(y) = (1 + iA′(y))f(y + iA(y)).

• One can check the examples above are examples of C-Z singular integral operators.

Lemma 11 (Calderón-Zygmund Decomposition). Let f ∈ L1(Rn). Fix λ > 0. Then there exists
non-overlapping family of cubes {Qj}∞j=1 s.t.

1. λ < |Qj |−1
∫
Qj

|f | ≤ 2nλ.

2. |f | ≤ λ a.e. on Rn\(∪j≥1Qj).

3.
∑

j |Qj | ≤ λ−1∥f∥1.

Proof. Let f ∈ L1, |Q|−1
∫
Q
|f | ≤ |Q|−1∥f∥1 → 0, as |Q| → ∞. Divide Rn into a union of disjoint cubes

Q’s with the same size. Let |Q| be big enough such that

1

|Q|

∫
Q

|f | ≤ λ.

We subdivide each Q into 2n many subcubes Q′ with the side length 1
2
ℓ(Q). For each Q′ ⊂ Q, Q′

satisfies one of the following conditions:

1. |Q′|−1
∫
Q′ |f | > λ (called the good cubes).
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2. |Q′|−1
∫
Q′ |f | ≤ λ (called the bad cubes).

If Q′ is good, then
λ < |Q′|−1

∫
Q′

|f | < 2n

|Q|

∫
Q

|f | ≤ 2nλ.

Stop dividing and put Q′ as one of the cubes in the collection {Qj}. If Q′ is bad, then subdivide it into
2n many subcubes with side length 1

2
ℓ(Q′). Repeat the procedure for each subcubes, we obtain {Qj}

such that
λ <

1

|Qj |

∫
Qj

|f | ≤ 2nλ,

with Qj
′’s are overlapping. If x /∈ ∪∞

j=1Qj , then there exists {Qk} s.t. |Qk| → 0, x ∈ Qk for some k
and |Qk|−1

∫
Qk

|f | ≤ λ. By Lebesgue Differential Theorem (Theorem 5),

lim
k→∞

1

|Qk|

∫
Qk

|f | = |f(x)| a.e.

So
|f(x)| = lim

k→∞

1

|Qk|

∫
Qk

|f | ≤ λ.

Note |Qj |−1
∫
Qj

|f | > λ is equivalent to |Qj | < λ−1
∫
Qj

|f |, which implies

∑
j

|Qj | <
1

λ

∑
j

∫
Qj

|f | = 1

λ

∫
∪jQj

|f | ≤ 1

λ
∥f∥1.

Lemma 12. Fix λ > 0. Let f ∈ L1(Rn). Then f = g + b s.t.

1. g ∈ L2(Rn) and ∥g∥22 ≤ Cλ∥f∥1.

2. b(x) =
∑

j bj(x), where bj is supported in some cube Qj and Qj are disjoint.

3.
∑

j |Qj | ≤ λ−1∥f∥1 and
∫
Qj
bj = 0, and also

∑
j ∥bj∥1 ≤ 2∥f∥1.

Proof. For f ∈ L1 and λ > 0, let {Qj} be the collection of cubes in Lemma 11. Define

b(x) =
∑
j

(
f − 1

Qj

∫
Qj

f

)
χ(Qj) =:

∑
j

bj(x),

g(x) = f(x)− b(x) = f(x)χ((∪jQj)
c) +

∑
j

(
1

|Qj |

∫
Qj

f

)
χ(Qj).

Clearly f = g + b, and

∥g∥∞ ≤∥f(x)χ((∪jQj)
c)∥∞ +

∑
j

(
1

|Qj |

∫
Qj

|f |

)
χ(Qj)

≤λ+ 2nλ = Cnλ.
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Additionally, we have

∥g∥1 ≤∥f∥1 + ∥b∥1 ≤ ∥f∥1 +
∑
j

∥bj∥1

≤∥f∥1 + 2
∑
j

∫
Qj

|f | ≤ 3∥f∥1.

Also ∥g∥2 ≤ (3∥f∥1)θ(Cnλ)1−θ, and θ = 1/2, we have

∥g∥2 ≤ C ′ · λ1/2 · ∥f∥1/21 ,

or ∥g∥22 ≤ Cλ∥f∥1.

Proof of Theorem 18. Suppose that C-Z operator T can be extended to a bounded operator L2.
Show that for any λ > 0, f ∈ L1,

|{x ∈ Rn : |Tf(x)| > λ}| ≤ C

λ
· ∥f∥1.

Write f = g + b as in Lemma 12, then

LHS ≤ |{x ∈ Rn : |Tg(x)| > λ

2
}|+ |{x ∈ Rn : |Tb(x)| > λ

2
}| =: I + II.

Note
I ≤ C

λ2
∥Tg∥22 ≤

C

λ2
∥g∥22 ≤

C

λ2
· λ · ∥f∥1 =

C∥f∥1
λ

.

It remains to show II ≤ C
λ
∥f∥1. Let E = ∪j5Qj . Then

II = |{x ∈ E : |Tb(x)| > λ

2
}|+ |{x /∈ E : |Tb(x)| > λ

2
}| ≤ |E|+ |{x /∈ E : |Tb(x)| > λ

2
}|.

Notice
|E| ≤

∑
j

|5Qj | ≤ 5n
∑
j

|Qj | ≤ 5n · ∥f∥1
λ

,

so it suffices to prove |{x /∈ E : |Tb(x)| > λ
2
}| ≤ C

λ
∥f∥1. By Chebyshev’s inequality,

|{x ∈ Ec : |Tb(x)| > λ

2
}| ≤ 2

λ

∫
Ec

|Tb(x)|dx

≤ 2

λ

∑
j

∫
Ec

|Tbj(x)|dx

≤ 2

λ

∑
j

∫
Ec

∣∣∣∣∫ K(x, y)bj(y)dy

∣∣∣∣ dx.
Since

∫
bj(y)dy = 0 (by Lemma 12 conditions 2 and 3),

∫
K(x, yj)bj(y) = 0. Therefore,

|{x ∈ Ec : |Tb(x)| > λ

2
} =

2

λ

∑
j

∫
Ec

∣∣∣∣∫ (K(x, y)−K(x, yj))bj(y)dy

∣∣∣∣ dx
≤ 2

λ

∑
j

∫
Ec

∫
Qj

|K(x, y)−K(x, yj)| · |bj(y)|dydx

≤ C

λ

∑
j

∫
Ec

∫
Qj

|y − yj |ϵ

|x− y|n+ϵ
· |bj(y)|dydx.
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Note that |x− y| > 2|y − yj |, where x ∈ Ec, y, yj ∈ Qj , thus x ∈ (5Qj)
c. Hence by Fubini’s Theorem,

· · · = C

λ

∑
j

∫
Qj

|bj(y)| ·
(∫

Ec

|y − yj |ϵ

|x− y|n+ϵ
dx

)
dy

≤ C

λ

∑
j

∫
Qj

|bj(y)| ·

(∫
{x:|x−y|≥2|y−yj |}

|y − yj |ϵ

|x− y|n+ϵ
dx

)
dy,

where ∫
{x:|x−y|≥2|y−yj |}

|y − yj |ϵ

|x− y|n+ϵ
dx =

∫
{x:|x|≥2|y−yj |}

|y − yj |ϵ

|x|n+ϵ
dx = Cn.

Hence
· · · = Cn

λ

∑
j

∫
Qj

|bj(y)|dy =
Cn
λ

∑
j

∥bj∥1 ≤
Cn
λ

∥f∥1.

Exercise 3. We can obtain the same argument if condition 2 of C-Z kernel is replaced by the Hör-
mander condition: ∫

{x:|x−y|≥2|y−yj |}
|K(x, y)−K(x, y′)|dx ≤ C.
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8 Hilbert Transform

Definition 16. The Hilbert transform for f ∈ L1(R is defined by

Hf(x) = p.v. 1
π

∫
R

f(x− y)

y
dy = p.v. 1

π

∫
R

f(y)

x− y
dy =

1

π
lim
ϵ→0

∫
|y|>ϵ

f(x− y)

y
dy.

Let x, t ∈ R and t > 0.

Definition 17. The Poisson Kernel is defined by

Pt(x) =
1

π
· t

t2 + x2
.

Then one can check {Pt}t>0 is an approximation to identity, and u(x, t) = Pt ∗ f(x) solves (for
R-valued f ∈ L1(R)):{

∆u = 0, (x, t) ∈ R2
+ = {(x, t) ∈ R2 : t > 0}

u(x, 0) = limt→0+ u(x, t) = f(x)
(∗)

Let F (z) = 2
∫∞
0
f̂(ξ)e2πiξzdξ, where z ∈ C and ℑz > 0. It is easy to see F (z) is analytic in R2

+ or
H. Write F (z) = u1(z) + iv(z), with ℜF = u1 and ℑF = v.

Claim 6. u1 = u, which is defined in equation (∗).

In fact, we have

u1(z) =

∫ ∞

0

f̂(ξ)e2πiξzdξ +

∫ 0

−∞
f̂(ξ)e2πiξzdξ,

iv(z) =

∫ ∞

0

f̂(ξ)e2πiξzdξ −
∫ 0

−∞
f̂(ξ)e2πiξzdξ.

Proof of Claim 6. Easy to see ∆u1 = 0 (by C-R equation). Note

u1(x+ iθ) =u1(x) =

∫ ∞

0

f̂(ξ)e2πixξdξ +

∫ 0

−∞
f̂(ξ)e2πixξdξ

=

∫ ∞

−∞
f̂(ξ)e2πixξdξ = f(x).

Thus u1 satisfies (∗), and by uniqueness we obtain u = u1.

Definition 18. In the definition above, v is called the harmonic conjugate.

Note that

v(z) = (−i)
(∫ ∞

0

f̂(ξ)e2πizξdξ −
∫ 0

−∞
f̂(ξ)e2πizξdξ

)
=

∫ ∞

−∞
(−i sgn(ξ)) e2π(ℑz)|ξ|e2πi(ℜz)ξf̂(ξ)dξ.
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Write z = x+ it = (x, t), then

v(z) = v(x, t) =

∫ ∞

−∞
(−i sgn(ξ)) e−2πt|ξ|e2πixξf̂(ξ)dξ

=

∫ ∞

−∞
Ĝ(ξ)e2πixξdξ,

where Ĝ(ξ) = −i sgn(ξ)e−2πt|ξ|f̂(ξ).

Claim 7. F (z) = (Pt + iQt) ∗ f(z) for ℜz > 0, where Qt(x) =
1
π
· x
t2+x2 .

Proof. Write z = x+ it. Then

F (z) = 2

∫ ∞

0

f̂(ξ)e2πiξzdξ

=2

∫ ∞

0

(∫
f(y)e−2πiξydy

)
e2πiξzdξ

=2

∫
f(y)

(∫ ∞

0

e2πiξ(x+it−y)dξ

)
dy (Fubini)

=

∫
f(y) · i

π(x− y + it)
dy.

On the other hand, Pt + iQt =
i
πz

= i
π(x+it)

, which implies

(Pt + iQt) ∗ f(x) =
∫
f(y) · i

π(x− y + it)
dy = F (z).

Fix t, then
Q̂t ∗ f(ξ) = −i sgn(ξ)e−2πt|ξ|f̂(ξ) = Ĝ(ξ).

It is evident that
v(x, t) = Qt ∗ f(x) =

1

π

∫
R

y

t2 + y2
f(x− y)dy.

Theorem 19. Let f ∈ Lp(Rn), 1 ≤ p <∞. Then

lim
t→0+

Qt ∗ f(x) = Hf(x) a.e.

Remark 5. Hf(x) = limt→0+ F (x+ it).

Proof. Let ψt(x) = 1
π
· 1
x
· χ({|x| > t}). Then Hf(x) = limt→0+ ψt ∗ f(x). To prove the theorem, we

need to show
lim
t→0+

(Qt − ψt) ∗ f(x) = 0.

Note (Qt−ψt)∗f(x) =
∫

1
π

(
y

t2+y2
− 1

y
χ({|y| > t})

)
f(x−y)dy. Let Φ(y) = 1

π

(
y

1+y2
− 1

y
χ({|y| > 1})

)
,

then
(Qt − ψt) ∗ f(x) = Φt ∗ f(x),
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where Φt(y) = t−1Φ(t−1y). Note that

Φ(y) =

 1
π
· −1
y(1+y2)

, |y| > 1

1
π
· y
1+y2

, |y| ≤ 1,

also ∫
Φ(y)dy =

1

π

∫
|t|>1

−1

y(1 + y2)
dy +

1

π

∫ 1

−1

y

1 + y2
dy ̸= 0.

Recall that if sup|y|≥|x| |Φ(y)| ∈ L1(R), then supt>0 |Φt ∗ f(x)| ≤ C ·Mf(x), and

sup
|y|≥|x|

|Φ(y)| ≤

 1
π
· 1
|x|(1+x2)

, |x| > 1

1
2π

, |x| ≤ 1,

which is in L1. Hence limt→0+ Φt ∗ f(x) = 0, for f ∈ S(Rn). Since supt>0 |Φt ∗ f(x)| is weak (p, p),

lim
t→0+

Φt ∗ f(x) = 0

for all f ∈ Lp(R), 1 ≤ p <∞.

Theorem 20. Ĥf(ξ) = −i sgn(ξ)f̂(ξ), where f ∈ L2.

Proof. Let f ∈ S(R), then Hf(x) = limt→0+ Qt ∗ f(x) by Theorem 19.

Ĥf(ξ) =

∫
Hf(x)e−2πixξdx

=

∫
lim
t→0+

Qt ∗ f(x)e−2πixξdx

= lim
t→0+

∫
Qt ∗ f(x)e−2πixξdx (DCT)

= lim
t→0+

Q̂t ∗ f(ξ)

= lim
t→0+

(
−i sgn(ξ)e−2πit|ξ|) f̂(ξ)

= − i sgn(ξ)f̂(ξ).

Let f ∈ L2, there exists fk
L2

−→ f , k → ∞, where fk ∈ S(R). So

Ĥf(ξ)
L2

= lim
k→∞

Ĥfk(ξ)
L2

= lim
k→∞

−i sgn(ξ)f̂k(ξ)
L2

= −i sgn(ξ)f̂(ξ).

Therefore, Ĥf(ξ) = −i sgn(ξ)f̂(ξ) a.e.

Corollary 3. ∥Hf∥2 = ∥f∥2.

Corollary 4. H is weak (p, p) (by Theorem 18).

Corollary 5. H is of (p, p), 1 ≤ p <∞, i.e.

∥Hf∥p ≤ Cp∥f∥p.
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Theorem 21. Let H∗f(x) = supϵ>0

∣∣∣ 1π ∫|y|>ϵ f(x− y) · 1
y
dy
∣∣∣. Then ∥H∗f∥p ≤ Cp · ∥f∥p for any f ∈ Lp

and any 1 < p <∞.

Proof. We will prove
H∗f(x) ≤M(Hf)(x) + C ·Mf(x).

Let ψϵ(x) = 1
π
· 1
x
· χ({|x| > ϵ}), then

ψϵ ∗ f(x) =
1

π

∫
|y|>ϵ

f(x− y)

y
dy.

Let ϕ ∈ S(R) be non-negative, even, decreasing on (0,∞), supported on [−1/2, 1/2] and
∫
ψ = 1. Now

ψϵ∗f(x) = ϕϵ∗(Hf)(x)+[ψϵ∗f(x)−ϕϵ∗(Hf)(x)]. By Theorem 7, supϵ>0 |ϕϵ∗(Hf)(x)| ≤ C ·M(Hf)(x).

Claim 8. |ψϵ ∗ f(x)− ϕϵ ∗ (Hf)(x)| ≤ C ·Mf(x).

Proof of Claim 8. Indeed,

LHS =

∣∣∣∣∫ (ψϵ(y)− 1

π
p.v.

∫
ϕϵ(z)

y − z
dz

)
· f(x− y)dy

∣∣∣∣ .
Note ∣∣∣∣ψϵ(y)− 1

π
p.v.

∫
ϕϵ(z)

y − z
dz

∣∣∣∣ ≤ Cϵ

ϵ2 + y2
. (∗∗)

Exercise 4. Prove (∗∗).

From the preceding exercise, we have

LHS ≤ C ·
∫

ϵ

ϵ2 + y2
|f(x− y)|dy ≤ C ·Mf(x).

Hence

∥H∗f∥p ≤∥M(Hf)∥p + C∥Mf∥p
≤Cp · ∥Hf∥p + C ′

p · ∥f∥p ≤ C̃p · ∥f∥p.
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9 Riesz Transform

Definition 19. Let 1 ≤ j ≤ n. We define the Riesz transform of f ∈ L1(Rn) to be

Rjf(x) =Cn · lim
ϵ→0

∫
|x−y|>ϵ

xj − yj
|x− y|n+1

f(y)dy

:=Cn

∫
Kj(x, y)f(y)dy,

where Kj(x, y) = p.v. xj−yj
|x−y|n+1 .

Observation 4. Ĥf(ξ) = −i sgn(ξ) · f̂(ξ) (Theorem 20), which is equivalent to p̂.v. 1
t
(ξ) = −i sgn(ξ).

Let Tf(x) = p.v.
∫ Ω(x−y)

|x−y|n f(y)dy = limϵ→0

∫
|x−y|>ϵ

Ω(x−y)
|x−y|n f(y)dy.

Note 2. Here we urge Ω satisfies:

1. Ω(λx) = Ω(x) for any λ > 0, x ∈ Rn and n ≥ 2.

2. Ω ∈ L1(Sn−1).

3.
∫
Sn−1 Ω(y

′)dσ(y′) = 0.

For Riesz transform, Ω(x) = xj

|x| , one can easily check it satisfies all the conditions. (Exercise)

Let K(x) = p.v. Ω(x)
|x|n = limϵ→0

Ω(x)
|x|n · χ({|x| > ϵ}). Then Tf(x) = K ∗ f(x).

Theorem 22. If Ω satisfies 1∼3 above, then

K̂(ξ) =

∫
Sn−1

Ω(y′)

[
log 1

|y′ · ξ′|
− i

π

2
sgn(y′ · ξ′)

]
dσ(y′),

where ξ′ = ξ
|ξ| ∈ Sn−1.

Proof. Let Kϵ(x) =
Ω(x)
|x|n · χ({ϵ < |x| < 1

ϵ
}) ∈ L1, since Ω ∈ L1(Sn−1) by condition 2. Hence

K̂ϵ(ξ) =

∫
Kϵ(x) · e−2πiξxdx,

and K̂(ξ) = limϵ→0 K̂ϵ(ξ) in the sense of distribution, i.e.
〈
K̂, φ

〉
= limϵ→0

〈
K̂ϵ, φ

〉
, where φ ∈ S(Rn).

Now

K̂ϵ(ξ) =

∫
ϵ<|x|< 1

ϵ

Ω(x′)

|x|n
e−2πiξxdx

=

∫
Sn−1

∫ 1
ϵ

ϵ

Ω(x′)

rn
e−2πir|ξ|(x′·ξ′)rn−1drdσ(x′) (Let x = rx′ and r = |x|)

=

∫
Sn−1

Ω(x′)

(∫ 1
ϵ

ϵ

e−2πir|ξ|(x′·ξ′) dr

r

)
dσ(x′)

=

∫
Sn−1

Ω(x′)

(∫ 1
ϵ

1

e−2πir|ξ|(x′·ξ′) dr

r

)
dσ(x′) +

∫
Sn−1

Ω(x′)

(∫ 1

ϵ

(e−2πir|ξ|(x′·ξ′) − 1)
dr

r

)
dσ(x′),
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and the last sentence uses the fact that (by condition 3)∫
Sn−1

Ω(x′)

(∫ 1

ϵ

dr

r

)
dσ(x′) = 0.

Hence we may continue

· · · =
∫
Sn−1

Ω(x′)

∫ 1

ϵ

(cos(2πir|ξ|(x′ · ξ′))− 1)
dr

r
dσ(x′) +

∫
Sn−1

Ω(x′)

∫ 1
ϵ

1

cos(−2πir|ξ|(x′ · ξ′))dr
r
dσ(x′)

− i

∫
Sn−1

Ω(x′)

(∫ 1
ϵ

ϵ

sin(−2πir|ξ|(x′ · ξ′))dr
r

)
dσ(x′)

=:ℜϵ − iℑϵ.

Note

lim
ϵ→0

ℑϵ =
∫
Sn−1

Ω(x′)

(
lim
ϵ→0

∫ 1
ϵ

ϵ

sin(−2πir|ξ|(x′ · ξ′))dr
r

)
dσ(x′)

=

∫
Sn−1

Ω(x′)

(
lim
ϵ→0

∫ −2πir|ξ|·|x′·ξ′| 1ϵ

−2πir|ξ|·|x′·ξ′|ϵ
sin(s · sgn(x′ · ξ′))ds

s

)
dσ(x′) (Let s = −2πir|ξ| · |x′ · ξ′|)

=

∫
Sn−1

Ω(x′) sgn(x′ · ξ′)
(∫ ∞

0

sin sds
s

)
dσ(x′)

=
π

2

∫
Sn−1

Ω(x′) sgn(x′ · ξ′)dσ(x′).

On the other hand,

lim
ϵ→0

ℜϵ =
∫
Sn−1

Ω(x′)

∫ 2π|ξ|·|x′·ξ′|

0

cos s− 1

s
dsdσ(x′) +

∫
Sn−1

Ω(x′)

∫ ∞

2π|ξ|·|x′·ξ′|

cos s
s

dsdσ(x′),

and this implies

lim
ϵ→0

ℜϵ =
∫
Sn−1

Ω(x′)

(∫ 2π|ξ|

2π|ξ|·|x′·ξ′|

ds

s

)
dσ(x′)

=

∫
Sn−1

Ω(x′) log 1

|x′ · ξ′|
dσ(x′).

Hence we obtain the result.

If Ω is odd, then
K̂(ξ) = −iπ

2

∫
Sn−1

Ω(x′) sgn(x′ · ξ′)dσ(x′).

In this case, ∥K̂(ξ)∥ ≤ π
2
∥Ω∥L1(Sn−1). If Ω is even, then

K̂(ξ) =

∫
Sn−1

Ω(x′) log 1

|x′ · ξ′|
dσ(x′).

But note that this might NOT be bounded!

Definition 20. Define

L logL(Sn−1) :=

{
g :

∫
Sn−1

|g(x′)| log+ |g(x′)|dσ(x′) <∞
}
,

where log+ t = max{0, log t}.
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Let Ωe(x) =
1
2
(Ω(x) + Ω(−x)) and Ω0(x) =

1
2
(Ω(x) − Ω(−x)). Then Ω = Ωe(x) + Ω0(x), which

implies
̂

p.v. Ω(x
′)

|x|n
=

̂
p.v. Ωe(x

′)

|x|n
+

̂
p.v. Ω0(x′)

|x|n
.

Also,

̂
p.v. Ωe(x

′)

|x|n
= −iπ

2

∫
Sn−1

Ω0(x
′) · sgn(x′ · ξ′)dσ(x′) =: K̂0;

̂
p.v. Ω0(x′)

|x|n
=

∫
Sn−1

Ωe(x
′) log 1

|x′ · ξ′|
dσ(x′) =: K̂e.

Theorem 23. Suppose Ω satisfies 1∼3, and Ω0 ∈ L1(Sn−1), Ωe ∈ L logL(Sn−1). Then∥∥∥∥∥ ̂
p.v. Ω(x

′)

|x|n

∥∥∥∥∥
∞

≤ C
(
∥Ω0∥L1(Sn−1) + ∥Ωe∥L logL(Sn−1)

)
.

Proof. ∥K̂0∥∞ ≤ π
2

∫
Sn−1 |Ω0| ≤ π

2
∥Ω∥L1(Sn−1). It suffices to check the other one. Now let

K̂e(ξ) =

∫
{x′∈Sn−1:|Ωe(x′)|≤1}

Ωe(x
′) log 1

|x′ · ξ′|
dσ(x′) =: I1

+

∫
{x′∈Sn−1:|Ωe(x′)|>1}

Ωe(x
′) log 1

|x′ · ξ′|
dσ(x′) =: I2.

Since

I1 ≤
∫
Sn−1

log 1

|x′ · ξ′|
dσ(x′)

=

∫ π

0

log 1

cos θ ·m({a sphere in Rn−1 of radius sin θ})dθ

=Cn

∫ π

0

log 1

cos θ · (sin θ)n−2dθ ≤ C̃n.

Exercise 5. Check the last inequality in the preceding deduction.

Also,

I2 =
∞∑
k=0

∫
{x′∈Sn−1:2k<|Ωe(x′)|≤2k+1}

|Ωe(x′)| log 1

|x′ · ξ′|
dσ(x′)

≤
∞∑
k=0

2k+1

∫
{x′∈Sn−1:2k<|Ωe(x′)|≤2k+1}

log 1

|x′ · ξ′|
dσ(x′)

≤
∞∑
k=0

2k+1

∫
{x′∈Sn−1:2k<|Ωe(x′)|≤2k+1,|x′·ξ′|>2−2k}

log 1

|x′ · ξ′|
dσ(x′) =: I21

+
∞∑
k=0

2k+1

∫
{x′∈Sn−1:2k<|Ωe(x′)|≤2k+1,|x′·ξ′|≤2−2k}

log 1

|x′ · ξ′|
dσ(x′) =: I22
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Note

I21 ≤C
∞∑
k=0

k · 2k+1σ({x′ ∈ Sn−1 : 2k < |Ωe(x′)| ≤ 2k+1})

≤C
∞∑
k=0

∫
{x′∈Sn−1:2k<|Ωe(x′)|≤2k+1}

|Ωe(x′)| log+ |Ωe(x′)|dσ

≤C · ∥Ωe∥L logL(Sn−1),

and

I22 ≤
∞∑
k=0

2k+1

∫
{x′∈Sn−1:|x′·ξ′|≤2−2k}

log 1

|x′ · ξ′|
dσ(x′)

≤C
∞∑
k=0

2k+1

∫ π
2 +ϵ·2−2k

π
2 −ϵ·2−2k

log 1∣∣π
2
− θ
∣∣dθ

=C
∞∑
k=0

2k+1

∫ ϵ·2−2k

0

log 1

θ
dθ

≤C
∞∑
k=0

2k+1

∫ ϵ·2−2k

0

1

θδ
dθ

≤C
∞∑
k=0

2k+1 · 2−2k · 2δk ≤ C.

Combine all the estimates above, we get the desired result.

Corollary 6. Let Tnf(x) = p.v.
∫ Ω(x−y)

|x−y|n f(y)dy. Suppose that Ω satisfies 1∼3, and Ω0 ∈ L1(Sn−1),
Ωe ∈ L logL(Sn−1). Then Tn is bounded in L2(Rn).

Corollary 7. Riesz transform Rj is bounded in Lp for 1 < p <∞.

Proof. Rj is a C-Z singular integral operator, which is weak (1,1).

Remark 6. 1. K(x, y) = p.v. Ω(x−y)
|x−y|n is NOT a C-Z kernel unless Ω is ”smooth” enough.

2. If Ω ∈ L logL(Sn−1) and Ω satisfies 1∼3, then Tn is weak (1,1).

3. Let Ω ∈ L1(Sn−1) and Ω be odd (it satisfies 1∼3). We have the following open question: Does
Tn define a weak (1,1) operator?
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10 Methods of Rotation

Let Tn,Ω defined as in Chapter 9, namely Ω is characterized by Note 2, and

Tnf(x) = p.v.
∫

Ω(x− y)

|x− y|n
f(y)dy.

Then by Corollary 6, Tn is bounded in L2(Rn).

Definition 21. For y ∈ Sn−1, define

Hyf(x) =
1

π
lim
ϵ→0

∫
|r|>ϵ

f(x− ry)
dr

r

to be the directional Hilbert transform.

Exercise 6. Prove that ∥Hyf∥p ≤ Cp∥f∥p for any f ∈ Lp, 1 < p <∞.

Theorem 24. Suppose Ω is odd, then Tn is bounded in Lp, 1 < p <∞, that is, for any f ∈ S(Rn),

∥Tnf∥p ≤ Cp∥f∥p.

Proof. Take f ∈ S(Rn). By definition,

Tnf(x) = lim
ϵ→0

∫
|y|>ϵ

Ω(y)

|y|n
f(x− y)dy

= lim
ϵ→0

∫
Sn−1

Ω(y′)

∫ ∞

ϵ

f(x− ry′) · dr
r
dσ(y′) (Substitute y = ry′, where y′ ∈ Sn−1)

=
1

2
lim
ϵ→0

∫
Sn−1

Ω(y′)

∫
|r|>ϵ

f(x− ry′) · dr
r
dσ(y′) (Ω is odd)

=
1

2
lim
ϵ→0

∫
Sn−1

Ω(y′)

∫
ϵ<|r|<1

(f(x− ry′)− f(x)) · dr
r
dσ(y′) +

1

2

∫
Sn−1

Ω(y′)

∫
|r|>1

f(x− ry′) · dr
r
dσ(y′)

=
1

2

∫
Sn−1

Ω(y′) lim
ϵ→0

∫
ϵ<|r|<1

(f(x− ry′)− f(x)) · dr
r
dσ(y′) +

1

2

∫
Sn−1

Ω(y′)

∫
|r|>1

f(x− ry′) · dr
r
dσ(y′)

=
1

2

∫
Sn−1

Ω(y′) lim
ϵ→0

∫
|r|>ϵ

f(x− ry′)
dr

r
dσ(y′).

Thus by definition of directional Hilbert transform, we have

Tnf(x) =
π

2

∫
Sn−1

Ω(y′)Hy′f(x)dσ(y
′),

and
∥Tnf∥p ≤

π

2

∫
Sn−1

|Ω(y′)| · ∥Hy′f∥pdσ(y′)

by Minkowski’s inequality (Lemma 6). From Exercise 6,

∥Tnf∥p ≤ Cp

∫
Sn−1

|Ω(y′)| · ∥f∥pdσ(y′) ≤ Cp∥Ω∥L1(Sn−1) · ∥f∥p.
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Recall the Riesz transform

Rjf(x) =
1

Cn
p.v.

∫
yj

|y|n+1
f(x− y)dy.

Theorem 25. ̂p.v. xj

|x|n+1 (ξ) = −iCn · ξi|ξ| .

Proof. We start by a claim.

Claim 9. 1̂
|x|n−1 (ξ) =

Cn

|ξ| .

Proof of Claim 9. LHS is radial because 1
|x|n−1 is radial. Also, it is homogeneous of degree -1, i.e.

1̂

|x|n−1
(λξ) =

1

λ

1̂

|x|n−1
(ξ).

Indeed,
1̂

|x|n−1
(λξ) = λ−n 1̂

|x
λ
|n+1

(ξ) =
1

λ

1̂

|x|n−1
(ξ).

Since for g(λξ) = λ−1g(ξ), or λξg(λξ) = ξg(ξ). Let G(ξ) = ξg(ξ), which implies G(λξ) = G(ξ) and
thus G(|ξ|) = G(1). Hence |ξ|g(|ξ|) = C. Take g = 1̂

|x|n−1 and we’re done.

Note that xj

|x|n+1 = 1
1−n

∂
∂xj

(
1

|x|n−1

)
, we therefore have

̂p.v. xj
|x|n+1

(ξ) =
1

1− n

̂(
∂

∂xj

(
1

|x|n−1

))
(ξ)

=
1

1− n
· 2πiξj ·

1̂

|x|n−1
(ξ)

= − iCn
′ · ξj

|ξ|
.

Corollary 8. 1. R̂jf(ξ) = 1
Cn

· (−iCn) · ξj|ξ| f̂(ξ) = −i ξj|ξ| f̂(ξ).

2.
∑n

j=1R
2
j = −I, the identity operator.

From now on, we will use the notation ”≲”, and define A ≲ B if A ≤ CB for some constant C.

Corollary 9. Let ∆ be the Laplacian, 1 < p <∞. For any j, k, we have

∥ ∂2

∂xj∂xk
u∥p =: ∥∂xj∂xku∥p ≲ ∥∆u∥p.

Proof. Observe that ∂xj∂xku = −RjRk(∆u) = −Rj(Rk(∆u)). Note ∥∂xj∂xku∥p = ∥RjRk(∆u)∥p ≲
∥∆∥p under the observation. Thus

̂∂xj∂xku(ξ) = (2πiξj)∂̂xku(ξ)

= (2πiξj) · (2πiξk)û(ξ)

= − 4π2ξjξkû(ξ).
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Now from

̂∂xj∂xku(ξ) = − ̂RjRk(∆u) =

(
−i ξj

|ξ|

)(
−i ξk

|ξ|

)
(∆̂u)(ξ)

=

(
−i ξj

|ξ|

)(
−i ξk

|ξ|

)
· (4π2i2)|ξ|2û(ξ)

= − 4π2ξjξkû(ξ),

we conclude our observation is true.

Now let Tn,Ω be given as the beginning of this chapter, and Ω satisfies the conditions stated in
Note 2 with the second of them replaced by Ω ∈ Lq(Sn−1), where q > 1. The main part of the chapter
will be the next theorem:

Theorem 26. Let Ω be characterized as the revised conditions as above, and be a even function. Then
for any f ∈ Lp, 1 < p <∞, we have ∥Tnf∥p ≲ ∥f∥p.

Proof. From Corollary 8, Tnf = I(Tnf) = −
∑n

i=1R
2
j (Tnf) = −

∑n
i=1Rj(Rj(Tnf)). To prove the

theorem, we need to show
∥(RjTn)f∥p ≤ Cp∥f∥p.

Note Tnf(x) = K ∗ f(x), where K(x) = p.v. Ω(x)
|x|n+1 . This implies

̂Rj(Tnf)(ξ) = − i
ξj
|ξ|
T̂nf(ξ)

= − i
ξj
|ξ|
K̂(ξ) · f̂(ξ)

= R̂jK(ξ)f̂(ξ).

Claim 10. RjK is an odd kernel and it is homogeneous of degree −n.

Proof of Claim 9. Note that K is even since Ω is even, then

RjK(−x) =Cn p.v.
∫

yj
|y|n+1

K(−x− y)dy

=Cn p.v.
∫

yj
|y|n+1

K(x+ y)dy

=Cn p.v.
∫

−yj
|y|n+1

K(x− y)dy (y → −y)

= −RjK(x).

Similarly, we can show RjK(λx) = λ−nRjK(x) for any λ > 0.

Apply the method of rotation which we deal with Tnf in Theorem 24,

(RjK) ∗ f(x) = 1

2

∫
Sn−1

RjK(y′)Hy′f(x)dσ(y
′),

and so
∥(RjK) ∗ f∥p ≤ Cp∥f∥p

∫
Sn−1

|RjK(y′)|dσ(y′).
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Claim 11.
∫
Sn−1 |RjK(y′)|dσ(y′) ≤ Cq∥Ω∥Lq(Sn−1).

Proof of Claim 11. We’ve showed in Claim 10 that RjK(λx) = λ−nRjK(x). Now by substitution,∫
Sn−1

|RjK(y′)|dσ(y′) = C

∫
1<|x|<2

|RjK(x)|dx.

Let Kϵ(x) =
Ω(x′)
|x|n · χ({|x| > ϵ}). Then∫

1<|x|<2

|RjK(x)|dx ≤
∫
1<|x|<2

|RjK(x)−RjK1/2(x)|dx+

∫
1<|x|<2

|RjK1/2(x)|dx =: I + II.

Note by Hölder’s inequality,

II ≤Cq∥RjK1/2∥q
≤∥K1/2∥q (By Corollary 8)

=Cq

[∫
Sn−1

|Ω(y′)|q
(∫ ∞

1
2

rn−1

rqn
dr

)
dσ(y′)

]1/q
≤Cq,n∥Ω∥Lq(Sn−1).

So it remains to show the part. Note

RjK(x)−RjK1/2(x) =Cn p.v.
∫
|x−y|>ϵ

xj − yj
|x− y|n+1

K(y)(1− χ({|y| > 1

2
}))dy

=Cn p.v.
∫
|x−y|>ϵ

xj − yj
|x− y|n+1

K(y)χ({|x| ≤ 1

2
})dy

=Cn p.v.
∫

|y|≤ 1
2

|x−y|>ϵ

xj − yj
|x− y|n+1

Ω(y)

|y|n
dy,

and the last step implies |x−y| ≥ |x|−|y| > 1
2

since 1 < |x| < 2 and |y| ≤ 1
2
. Since by assumption of Ω,

we can subtract xj

|x|n+1 · Ω(y)
|y|n in the integral without affecting anything. Hence from

∣∣∣ |xj−yj |
|x−y|n+1 − xj

|x|n+1

∣∣∣ ≤
C|y|

|x|n+1 , 1 ≤ |x| < 2, |y| ≤ 1
2
, we have

|RjK(x)−RjK1/2(x)| ≤
Cn

|x|n+1

∫
|y|≤ 1

2

|Ω(y)|
|y|n−1

dy

=
Cn

|x|n+1

∫
Sn−1

|Ω(y′)|

(∫ 1
2

0

dr

)
dσ(y′)

≤C∥Ω∥L1(Sn−1) ≤ Cq∥Ω∥Lq(Sn−1),

since q > 1. Combine I and II, we finish the proof.

Combine Claim 10 and Claim 11, we conclude our proof.
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11 Littlewood-Paley Theorem

Let ∆j = {x ∈ R : 2j ≤ |x| < 2j+1}. Define Sj by (̂Sjf)(ξ) = χ(∆j)f̂(ξ).

Theorem 27 (Littlewood-Paley Theorem). Let f ∈ Lp(R), 1 < p <∞. Then there exists positive
constants C1, C2 such that for any f ∈ Lp,

C1 · ∥f∥p ≤

∥∥∥∥∥∥
(∑

j

|Sjf |2
)1/2

∥∥∥∥∥∥
p

≤ C2 · ∥f∥p,

or equivalently,
∥∥∥∥(∑j |Sjf |2

)1/2∥∥∥∥
p

∼ ∥f∥p.

Let ψ ∈ S(R) be non-negative, suppψ ⊂ {1/2 ≤ |ξ| ≤ 4} and ψ(ξ) = 1 if 1 ≤ |ξ| ≤ 2. Let
ψj(ξ) = ψ(2−jξ), and Ŝ′

jf(ξ) = f̂(ξ)ψj(ξ).

Theorem 28. For any f ∈ Lp, 1 < p <∞,
∥∥∥∥(∑j |S′

jf |2
)1/2∥∥∥∥

p

≤ C∥f∥p.

Proof. Let −→T f(x) = {S′
jf}j = {S′

1f, S
′
2f, · · · }, then LHS = ∥

−→
T f∥l2 . To show ∥

−→
T f∥Lp(l2) = ∥ ∥

−→
T f∥l2∥p ≤

C∥f∥p. For p = 2 case,

∥
−→
T f∥2l2 =

∫ (∑
j

|S′
jf(x)|2

)
dx

=
∑
j

∫
|S′
jf(x)|2dx

=
∑
j

∫
|f̂(ξ)|2|ψj(ξ)|2dξ

=

∫
|f̂(ξ)|2

∑
j

|ψj(ξ)|2dξ

≤C∥f̂∥22 = C∥f∥22,

where we use the fact that
∑

i |ψ(ξ)|2 ≤ 3 by definition.

Theorem 29 (Calderón-Zygmund Theorem). Let −→
T f(x) =

−→
K ∗ f(x), where −→

K = (K1,K2, · · · ),
x ∈ Rn. Suppose that

1. ∥
−→
K(x− y)−

−→
K(x− y′)∥l2 ≤ C|y−y′|ϵ

|x−y|n+ϵ , if |x− y| > 2|y − y′| and ϵ > 0.

2. ∥
−→
T f∥L2(l2) ≤ C∥f∥2.

Then
∣∣∣{x ∈ Rn : ∥

−→
K ∗ f(x)∥l2 > λ}

∣∣∣ ≤ C
λ
∥f∥1.

The proof is left to readers. Now suppose Kj = ψ̌j , and −→
K is defined similarly as above.

Claim 12. ∥
−→
K(x− y)−

−→
K(x− y′)∥l2 ≤ C|y−y′|ϵ

|x−y|1+ϵ , if |x− y| > 2|y − y′| and ϵ > 0.
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Proof. By definition, we know

|Kj(x− y)−Kj(x− y′)| = |ψ̌j(x− y)− ψ̌j(x− y′)|

≤ |ψ̌′
j(η)| · |y − y′|,

where η = θ(x− y) + (1− θ)(x− y′) for some θ ∈ [0, 1]. Note

|η| = |(x− y′)− θ(y − y′)| = |(x− y)− (1− θ)(y − y′)|

≥ |x− y| − |y − y′| ≥ 1

2
|x− y|.

Note also

ψ̌j = Kj =

∫
ψj(ξ)e

2πiξ·xdξ

=

∫
ψ(2−jξ)e2πiξ·xdξ = 2jψ̌(2jx).

This implies

|ψ̌′
j(η)| = |(2jψ̌)′(2jη)| = |22j(ψ̌)′(2jη)|

≤ CN · 22j

(1 + |2jη|)N
(By Lemma 4)

≤ CN · 22j

(1 + 2j |x− y|)N
.

Hence we have

LHS =

(∑
j

|ψ̌j(x− y)− ψ̌j(x− y′)|2
)1/2

≤ CN

[∑
j

24j |y − y′|2

(1 + 2j |x− y|)2N

]1/2

≲

 ∑
j

2j |x−y|<1

24j |y − y′|2

(1 + 2j |x− y|)2N


1/2

+

 ∑
j

2j |x−y|≥1

24j |y − y′|2

(1 + 2j |x− y|)2N


1/2

≲
∑

j

2j |x−y|<1

22j |y − y′|+
∑

j

2j |x−y|≥1

22j |y − y′|
(2j |x− y|)N

.

Here we have used the inequality (∑
|ai|
)r

≤
∑

|ai|r,

where 0 ≤ r ≤ 1. Thus

LHS ≲ |y − y′|
|x− y|2

+
∑

j

2j |x−y|≥1

1

2(N−2)j
· |y − y′|
|x− y|N

≲ |y − y′|
|x− y|2

.
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Now we go back to probability theory to induce a useful theorem we’ll need later. First recall that
for a random variable X on the probability space Ω with probability measure P , the expectation of X
is defined by

E(X) =

∫
Ω

XdP.

We have a famous result:

Lemma 13 (Khinchin’s Inequality). Let {ωn}Nn=1 be sequence of independent random variables
taking values ±1 with equal probability, i.e. P ({t : ωn(t) = 1}) = P ({t : ωn(t) = −1}) = 1

2
. Then

E

(∣∣∣∣∣
N∑
n=1

anωn

∣∣∣∣∣
p)

∼

(
N∑
n=1

|an|2
)p/2

,

where A ∼ B if ∃ c1, c2 > 0, c1A ≤ B ≤ c2A, and the constants are independent of N (but might
depend on p).

Proof. Let µ > 0. Clearly by independence,

E
(
eµ

∑
n anωn

)
= E

(∏
n

eµanωn

)
=
∏
n

E (eµanωn) .

Note by definition, ∫
Ω

eµanωndP =

∫
{ωn=1}

eµandP +

∫
{ωn=−1}

e−µandP

=
1

2

(
eµan + e−µan

)
≤ e

1
2 (µan)

2

,

which implies
E
(
eµ

∑
n anωn

)
=
∏
n

1

2

(
eµan + e−µan

)
≤
∏
n

e
1
2 (µan)

2

= e
µ2

2

∑
n a

2
n .

Let Eλ = {t :
∑

n anωn(t) ≥ λ} ⊂ Ω,

P (Eλ)e
µλ ≤

∫
Ω

eµ
∑

n anωn(t)dP ≤ e
µ2

2

∑
n |an|2 ,

which gives
P (Eλ) ≤ e−µλe

µ2

2

∑
n |an|2 .

Let µ = λ∑
n |an|2 , then P (Eλ) ≤ e

− λ2

2
∑

n |an|2 . Similarly, P ({t :
∑

n anωn(t) ≤ −λ}) ≤ e
− λ2

2
∑

n |an|2 ,
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P ({|
∑

n anωn| > λ}) ≤ 2e
− λ2

2
∑

n |an|2 . Now

E

(∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
p)

=

∫
Ω

∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
p

dP

= p

∫ ∞

0

λp−1P

({∣∣∣∣∣∑
n

anωn

∣∣∣∣∣ > λ

})
dλ

≤ 2p

∫ ∞

0

λp−1e
− λ2

2
∑

n |an|2 dλ

=2p

(∑
n

|an|2
)p/2(∫ ∞

0

λp−1e−λ
2/2dλ

)
(let λ→ (

∑
n |an|2)1/2λ)

=Cp

(∑
n

|an|2
)p/2

.

Since

∑
n

|an|2 =E

∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
2
 =

∫
Ω

∣∣∣∣∣∑
n

anωn

∣∣∣∣∣ ·
∣∣∣∣∣∑
n

anωn

∣∣∣∣∣ dP
≤E

(∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
p)1/p

· E

(∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
q)1/q

, (Hölder)

we have
∑

n |an|2 ≤ E(|
∑

n anωn|p)1/p · Cq(|
∑

n anωn|2)1/2, and therefore(∑
n

|an|2
)1/2

≤ CpE

(∣∣∣∣∣∑
n

anωn

∣∣∣∣∣
p)1/p

.

Theorem 30. Suppose T is a linear operator s.t. for any f ∈ Lp, 1 < p <∞,

∥Tf∥p ≤ Cp · ∥f∥p,

then ∥∥∥∥∥∥
(∑

j

|Tfj |2
)1/2

∥∥∥∥∥∥
p

≤ C ′
p

∥∥∥∥∥∥
(∑

j

|fj |2
)1/2

∥∥∥∥∥∥
p

Proof. From Khinchin’s inequality (Lemma 13), we know(∑
j

|Tfj |2
)p/2

∼ E

(∣∣∣∣∣∑
j

Tfjωj

∣∣∣∣∣
p)

,
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where {ωj} is a sequence of random variables taking values ±1 with equal probability. Therefore,∥∥∥∥∥∥
(∑

j

|Tfj |2
)1/2

∥∥∥∥∥∥
p

p

=

∫
X

(∑
j

|Tfj |2
)p/2

dµ

∼
∫
X

∫
Ω

∣∣∣∣∣∑
j

Tfj(x)ωj

∣∣∣∣∣
p

dPdµ

=

∫
X

∫
Ω

∣∣∣∣∣T (∑
j

fjωj)

∣∣∣∣∣
p

dPdµ (µ is σ-finite)

=

∫
Ω

(∫
X

∣∣∣∣∣T (∑
j

fjωj)

∣∣∣∣∣
p)

dP, (Fubini)

hence we obtain∥∥∥∥∥∥
(∑

j

|Tfj |2
)1/2

∥∥∥∥∥∥
p

p

≲
∫
Ω

(∫
X

∣∣∣∣∣T (∑
j

fjωj)

∣∣∣∣∣
p)

dP ≲

∥∥∥∥∥∥
(∑

j

|fj |2
)1/2

∥∥∥∥∥∥
p

p

.

Lemma 14. Define Ŝ[a,b)f(ξ) = f̂(ξ) · χ({ξ : a ≤ ξ < b}). Recall Maf(x) = e2πiaxf(x), then

S[a,b) =
i

2
(MaHM−a −MbHM−b),

where H is Hilbert transform.

Proof. Note ̂i
2
(MaHM−a −MbHM−b)f(ξ) =

i
2
( ̂MaHM−af(ξ) − ̂MbHM−bf(ξ)), by the fact Ĥf(ξ) =

−i sgn(ξ)f̂(ξ), and we’re done.

Proof of Theorem 27. Recall that (̂Sjf)(ξ) = χ(∆j)f̂(ξ), and ψjχ(∆j) = χ(∆j)ψj , we have ̂Sj(S′
jf) =

̂S′
j(Sjf). From Lemma 14, we know

Sj =
i

2
(M2jHM−2j −M2j+1HM−2j+1) +

i

2
(M−2j+1HM2j+1 −M−2jHM2j ).

It suffices to show ∥∥∥∥∥∥
(∑

j

|M2jHM−2jS
′
jf |2

)1/2
∥∥∥∥∥∥
p

≲ ∥f∥p.

Notice that

LHS =

∥∥∥∥∥∥
(∑

j

|H(M−2jS
′
jf)|2

)1/2
∥∥∥∥∥∥
p

≲

∥∥∥∥∥∥
(∑

j

|M−2jS
′
jf |2

)1/2
∥∥∥∥∥∥
p

=

∥∥∥∥∥∥
(∑

j

|S′
jf |2

)1/2
∥∥∥∥∥∥
p

≲ ∥f∥p. (Theorem 28)
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On the other hand, ∫
X

∑
j

SjfSjgdx =
∑
j

⟨Sjf, Sjg⟩

=
∑
j

〈
Ŝjf, Ŝjg

〉
=
∑
j

∫
∆j

f̂(ξ)ĝ(ξ)dξ

=

∫
R
f̂ ĝ =

〈
f̂ , ĝ
〉
= ⟨f, g⟩ .

Since ∥f∥p = sup g∈Lq

∥g∥q=1
= |⟨f, g⟩|, where 1/p+ 1/q = 1, we have

∥f∥p = sup
g∈Lq

∥g∥q=1

∣∣∣∣∣
∫
R

∑
j

SjfSjg

∣∣∣∣∣
≤ sup

g∈Lq

∥g∥q=1

∫ (∑
j

|Sjf |2
)1/2(∑

j

|Sjg|2
)1/2

(Cauchy-Schwarz)

≤ sup
g∈Lq

∥g∥q=1

∥∥∥∥∥∥
(∑

j

|Sjf |2
)1/2

∥∥∥∥∥∥
p

·

∥∥∥∥∥∥
(∑

j

|Sjg|2
)1/2

∥∥∥∥∥∥
q

(Hölder)

≲ sup
g∈Lq

∥g∥q=1

∥∥∥∥∥∥
(∑

j

|Sjf |2
)1/2

∥∥∥∥∥∥
p

· ∥g∥q

≲

∥∥∥∥∥∥
(∑

j

|Sjf |2
)1/2

∥∥∥∥∥∥
p

.
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12 Littlewood-Paley Theorem in Rn

We’ve learnt Littlewood-Paley Theorem in Lecture 11, it is natural to ask for higher dimensional
generalization. In this lecture, we will give a generalization to Rn.

Let ψ ∈ S(Rn) with ψ(0) = 0. For j ∈ Z, we define Sj by

Ŝjf(ξ) = ψ(2−jξ)f̂(ξ),

where ξ ∈ Rn and f ∈ Lp for 1 < p <∞. This operator can be extended over Lp by usual limit process
as we did for Fourier transform.

Theorem 31 (Littlewood-Paley Theorem). For 1 < p <∞, there is a constant Cp which depends
on p and ψ, such that for any f ∈ Lp,∥∥∥∥∥(∑

j∈Z

|Sjf |2)1/2
∥∥∥∥∥
p

≤ Cp∥f∥p.

Moreover, suppose C =
∑

j∈Z |ψ(2−jξ)|2 ≥ 0 for all ξ ̸= 0, then

∥f∥p ≤ Cp

∥∥∥∥∥(∑
j∈Z

|Sjf |2)1/2
∥∥∥∥∥
p

.

Remark 7. Such ψ in the special case of the theorem does exist. Indeed, let ϕ ∈ S(Rn) be non-negative
and radial, and ϕ(ξ) = 1 for |ξ| ≤ 1/2 and ϕ(ξ) = 0 for |ξ| ≥ 1. Define (ψ(ξ))2 = ϕ(ξ/2)− ϕ(ξ) for any
ξ ∈ Rn. Easy to see RHS is non-negative, and∑

j∈Z

|ψ(2−jξ)|2 =
∑
j∈Z

|ϕ(2−j−1ξ)− ϕ(2−jξ)|2 = ϕ(0) = 1.

From definition of Sj , one can represent Sjf(x) = Kj ∗ f(x), where

Kj(x) =

∫
ψ(2−jξ)e2πiξxdξ = 2njψ̂(−2jx).

We define the vector-valued operator −→
T by

−→
T f(x) = {Sjf}j∈Z =

−→
K ∗ f(x),

where −→
K = {Kj}j∈Z. Hence first part of the theorem 31 becomes ∥

−→
T f∥Lp(l2) :=

∥∥∥∥−→T f∥l2∥∥∥
p
≤ Cp∥f∥p.

Proof of Theorem 31. First to estimate for p = 2, i.e. ∥
−→
T f∥L2(l2) ≲ ∥f∥2. By Plancherel Theorem

(Theorem 13),
∥
−→
T f∥2L2(l2) =

∑
j

∫
|Sjf |2 =

∫
|f̂(ξ)|2

∑
j

|ψ(2−jξ)|2dξ,

which reduces to the verification of ∑
j

|ψ(2−jξ)|2 ≤ C.
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Note that
|ψ(2−jξ)|2 = |ψ(2−jξ)− ψ(0)|2 ≤ |∇ψ(η)|2|2−jξ|2 ≤ C12

−2j |ξ|2,

where the constant C1 depends on ψ. On the other hand, since ψ is a Schwartz function, we see that

|ψ(2−jξ)| ≤ CN
(1 + |2−jξ|)N

for any non-negative integer N , and CN depends on ψ. It follows that∑
j

|ψ(2−jξ)|2 ≲
∑
j

min{ 1

(1 + |2−jξ|)N
, 2−2j |ξ|2},

and one can check RHS is controlled by a constant.
To obtain the Lp estimate, we need to verify −→

K is a C-Z kernel.

Exercise 7. Check that −→
K is a C-Z kernel, and in particular for |x− y| > 2|y − y′|,

∥
−→
K(x− y)−

−→
K(x− y′)∥l2 ≤ C|y − y′|

|x− y|n+1
.

After we check this, it follows immediately that ∥−→T f∥Lp(l2) ≤ Cp∥f∥p. Now it suffices to check the
case when C =

∑
j∈Z |ψ(2−jξ)|2. This is from the part we proved and a standard duality argument.

Note ∫ ∑
j

SjfSjg =

∫ ∑
j

|ψ(2−jξ)|2f̂(ξ)ĝ(ξ) = C ⟨f, g⟩ .

By Cauchy-Schwartz inequality,

| ⟨f, g⟩ | ≲
∫
(
∑
j

|Sjf |2)1/2(
∑
j

|Sjg|2)1/2,

which is bounded by∥∥∥∥∥(∑
j

|Sjf |2)1/2
∥∥∥∥∥
p

·

∥∥∥∥∥(∑
j

|Sjg|2)1/2
∥∥∥∥∥
p′

≲
∥∥∥∥∥(∑

j

|Sjf |2)1/2
∥∥∥∥∥
p

· ∥g∥p′ ,

by Hölder inequality and the part proved. By duality, we’re done the proof.

Remark 8. suppψ may not be compact. Theorem 31 is still valid when ψ(2−jξ) is replaced by non-
smooth cut-off, say the indicate function of the annulus {ξ ∈ Rn : 2j ≤ |ξ| < 2j+1}, when n = 1.
However, it is not true for n ≥ 2 unless p = 2, because of Fefferman’s shocking result, which tells us
Lp-unboundedness (p ̸= 2) of S′

j if n ≥ 2, where Ŝ′
jf(ξ) = χ({ξ ∈ Rn : 2j ≤ |ξ| < 2j+1}) · f̂(ξ).

However in the Remark 8, if we replace the annuli {ξ ∈ Rn : 2j ≤ |ξ| < 2j+1} by disjoint dyadic
rectangular boxes, one can have the non-smooth cut-off version of Littlewood-Paley Theorem. We’ll
state the two-dimensional case, which can be extended to higher dimension by induction.

Recall ∆j = {x ∈ R : 2j ≤ |x| < 2j+1}, we define S1
j by

Ŝ1
j f(ξ1, ξ2) = χ∆j

(ξ1)f̂(ξ1, ξ2),

where (ξ1, ξ2) ∈ R2, and define S2
j by

Ŝ1
j f(ξ1, ξ2) = χ∆j

(ξ2)f̂(ξ1, ξ2).



12 LITTLEWOOD-PALEY THEOREM IN RN 50

Theorem 32. There exist positive constants cp and Cp such that

cp∥f∥p ≤

∥∥∥∥∥∥
(∑

j,k

|S1
jS

2
kf |2

)1/2
∥∥∥∥∥∥
p

≤ Cp∥f∥p.
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13 Multipliers

Let m be a measurable function on Rn. Define T by

T̂ f(ξ) = m(ξ)f̂(ξ),

for any ξ ∈ Rn and any f ∈ Lp ∩ L2. Here p is a given number in [1,∞].

Definition 22. The function m is called a multiplier and T is called a multiplier operator. The
multiplier m is called a Lp-multiplier if T is bounded on Lp, i.e. ∥Tf∥p ≤ Cp∥f∥p for all f ∈ Lp ∩L2.

Remark 9. When 1 ≤ p <∞ holds, T can be extended uniquely to an operator which is bounded on
Lp. We will abuse the same notation T is denote the extension operator.

Remark 10. There are two questions arise naturally from the definition:

1. Given m, does T define a bounded operator on Lp?

2. How to characterize Lp-multiplier?

Both of them can be answered in L2. The first question is easy, and is dependent on m. For
example, if m is a smooth bump function on a unit cube, then the multiplier operator T is bounded
on Lp for any p ∈ [1,∞]. The second one is extremely challenging for p ̸= 2. However, we can do
it for p = 2, and moreover the Hörmander multiplier theorem, which characterize Lp-multiplier for
“smooth-enough” multiplier. We start with a easy characterization.

Theorem 33. m is an L2-multiplier iff m ∈ L∞.

Proof. By Plancherel’s Theorem (Theorem 13), we get the “if” part:

∥Tf∥2 = ∥T̂ f∥p = ∥mf̂∥2 ≤ ∥m∥∞∥f̂∥2 = ∥m∥∞∥f∥2.

Now assume m is an L2-multiplier. Define the norm of T to be

∥T∥ = sup
f∈L2

f ̸=0

∥Tf∥2
∥f∥2

.

WLOG, suppose ∥T∥ ̸= 0. We will show ∥m∥∞ ≤ 2∥T∥ under the condition ∥T∥ > 0. For any k ∈ Z,
set Ek = {ξ ∈ Rn : 2k ≤ |ξ| < 2k+1, |m(ξ)| > 2∥T∥}. Denote |E| to be the Lebesgue measure of E. It
is clear that

4∥T∥2|Ek| ≤
∫

|m(ξ)|2|χEk
(ξ)|2dξ = ∥mχEk

∥22,

by Chebyshev’s inequality. On the other hand, by Plancherel’s Theorem,

∥mχEk
∥22 = ∥T ˇχEk

∥22 ≤ ∥T∥2 · ∥χEk
∥22 = ∥T∥2 · |Ek|.

It follows that
4∥T∥2|Ek| ≤ ∥T∥2 · |Ek|,

which implies
4|Ek| ≤ |Ek|,

since ∥T∥ ̸= 0. So |Ek| = 0, which gives |m(ξ)| ≤ 2∥T∥ a.e.
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Definition 23. Let α be a real number. Define the first Sobolev spaces

L2
α(Rn) = {f : (1 + |ξ|2)α/2f̂(ξ) ∈ L2}

and the Sobolev norm by

∥f∥L2
α
=

(∫
Rn

(1 + |ξ|2)α|f̂(ξ)|2dξ
)1/2

.

Note 3. For α ≥ 0, the Sobolev space L2
α is a collection of all measurable functions f : Rn → R

obeying that both f and Dαf lie in L2, where the differential operator Dα can be defined in terms of
Fourier transform by D̂αf(ξ) = (2πiξ)αf̂(ξ). One can check it is indeed a multiplier.

Lemma 15. Let α > n/2 and f ∈ L2
α(Rn). Then f̂ ∈ L1(Rn). In particular, f is continuous and

bounded.

Proof. By Cauchy-Schwartz inequality, we get

∥f̂∥1 ≤
(∫

Rn

1

(1 + |ξ|2)α
dξ

)1/2(∫
Rn

(1 + |ξ|2)α|f̂(ξ)|2dξ
)1/2

≤ Cα,n∥f∥L2
α
<∞.

By inverse Fourier theorem, we have

f(x) =

∫
Rn

f̂(ξ)e2πixξdξ,

since f̂ ∈ L1 and f ∈ L2. Hence f is continuous (uniformly) and bounded.

Theorem 34. Let m ∈ L2
α with α > n/2. Then m is an Lp-multiplier for any p ∈ [1,∞].

Proof. Let T be operator associated to m. Let K(x) = m̂(−x), then

K̂(ξ) =

∫
m̂(−x)e−2πixξdx,

because m̂ ∈ L1 by Lemma 15. Changing the variable −x→ x, we have

K̂(ξ) =

∫
m̂(x)e2πixξdx = ˇ̂m(ξ) = m(ξ).

Hence we can represent Tf(x) = K ∗ f(x), since T̂ f = K̂f̂ = mf̂ . Moreover, we see that the kernel
K ∈ L1 because m̂ ∈ L1. Then

∥Tf∥1 = ∥K ∗ f∥1 ≤
∫ ∫

|K(y)f(x− y)|dxdy ≤ ∥K∥1 · ∥f∥1,

and
∥Tf∥∞ ≤ ∥K∥1 · ∥f∥∞.

By interpolation theorem we’re done.
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Lemma 16. Let m ∈ L2
α(Rn) with α > n/2 and λ > 0. Define Tλ by

T̂λf(ξ) = m(λξ)f̂(ξ).

Then ∫
Rn

|Tλf(x)|2u(x)dx ≤ C

∫
Rn

|f(x)|2Mu(x)dx,

where u is any non-negative measurable function, and C is a constant independent of u, λ and f , M is
Hardy-Littlewood maximal function.

Proof. LetK(x) = m̂(−x). Since m̂ ∈ L1 by Theorem 15, we see in proof of Theorem 34 that T1 = K∗f .
It is clear that (∫

|K(x)|2(1 + |x|2)αdx
)1/2

= ∥m∥L2
α
.

By dilation, we see easily that Tλf(x) = Kλ ∗ f(x), where Kλ(x) = λ−nK(λ−1x). We have

LHS =

∫
|Kλ ∗ f(x)|2u(x)dx =

∫ ∣∣∣∣∫ Kλ(x− y)(1 + |λ−1(x− y)2|)α/2

(1 + |λ−1(x− y)2|)α/2
f(y)dy

∣∣∣∣2 u(x)dx.
By Cauchy-Schwartz inequality,

LHS ≤
∫ (∫

|K(λ−1(x− y))|2(1 + |λ−1(x− y)2|)αdy
)(∫

λ−2n|f(y)|2

(1 + |λ−1(x− y)2|)α
dy

)
u(x)dx

= ∥m∥L2
α

∫ ∫
λ−n|f(y)|2

(1 + |λ−1(x− y)2|)α
dy · u(x)dx

= ∥m∥L2
α

∫
|f(y)|2

(∫
λ−nu(x)

(1 + |λ−1(x− y)2|)α
dx

)
dy. (Fubini)

The second factor in the integrand can be controlled by Mu (up to constant) since α > n/2. Hence
we’re done.

We’re ready to state the main theorem for the lecture:

Theorem 35 (Hörmander). Let ψ ∈ C∞ be a radial function supported on 1/2 ≤ |ξ| ≤ 2 such that∑
j∈Z

|ψ(2−jξ)|2 = 1

for all ξ ̸= 0 ∈ Rn. Suppose that m ∈ L∞ is a measurable function obeying, for some α > n/2,

sup
j∈Z

∥m(2j ·)ψ∥L2
α
<∞.

Then m is an Lp-multiplier for any p ∈ (1,∞).

Proof. We only need to prove m is an Lp-multiplier for p > 2, while the other part follows from the
duality. We will build up Lp estimate for the operator T .

Define Sj by Ŝjf(ξ) = ψ(2−jξ)f̂(ξ). By Littlewood-Paley Theorem in Rn (Theorem 31), we have∥∥∥∥∥∥
(∑
j∈Z

|Sjf |2
) 1

2

∥∥∥∥∥∥
p

∼ ∥f∥p.
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Let ψ′ ∈ S(Rn) with ψ′(ξ) = 1 when 1/2 ≤ |ξ| ≤ 2 and it is supported in annulus {ξ ∈ Rn : 1/4 ≤ |ξ| ≤
4}. We define S′

j by
Ŝ′
jf(ξ) = ψ′(2−jξ)f̂(ξ),

then by Fourier transform,
SjT = SjTS

′
j .

Apply Littlewood-Paley Theorem, with f replaced by Tf , we get

∥Tf∥p ≲

∥∥∥∥∥∥
(∑
j∈Z

|SjTS′
jf |2

) 1
2

∥∥∥∥∥∥
p

.

From the definitions of T and Sj , we obtain for any f ∈ Lp, ŜjTf(ξ) = ψ(2−jξ)m(ξ)f̂(ξ). So from the
condition of m, we use the Lemma 16 to obtain∫

Rn

|SjTf(x)|2u(x)dx ≤ C

∫
Rn

|f(x)|2Mu(x)dx, (1)

where C depends on supj∈Z ∥m(2j ·)ψ∥L2
α
, but is independent of u, f , Sj and T . Denote S′

jf = gj .
Then by duality,∥∥∥∥∥∥

(∑
j∈Z

|SjTgj |2
) 1

2

∥∥∥∥∥∥
p

=

∫ (∑
j∈Z

|SjTgj |2
) p

2

 1
p

=

(∫ ∑
j

|SjTgj |2h

) 1
2

,

for some h with ∥h∥(p/2)′ = 1. Use (1) with f = gj and u = |h|, we obtain∥∥∥∥∥∥
(∑
j∈Z

|SjTgj |2
) 1

2

∥∥∥∥∥∥
p

≲
(∫ ∑

j

|gj(x)|2Mh(x)dx

) 1
2

.

By Hölder’s inequality, we have

RHS ≤ C

∥∥∥∥∥∥
(∑

j

|gj |2
) 1

2

∥∥∥∥∥∥
p

· ∥Mh∥(p/2)′ ≲ ∥f∥p · ∥h∥(p/2)′ ≲ ∥f∥p.

Here we use Littlewood-Paley Theorem and the L(p/2)′ boundedness of Hardy-Littlewood maximal
function M , which implies the Lp estimate of T combining the results before.

Theorem 36. Denote N0 to be the set of non-negative integers. Let m : Rn → C be an L∞ function
which lies in Ck away from the origin for k =

⌊
n
2

⌋
+ 1. Suppose that m satisfies

sup
R>0

R|β|
(

1

Rn

∫
R<|ξ|<2R

|Dβm(ξ)|2dξ
)1/2

<∞ (2)

for any multi-index β = (β1, · · · , βn) ∈ Nn0 with |β| = β1 + · · ·βn ≤ k and Dβ = ∂β1

ξ1
· · · ∂βn

ξn
. Then m is

an Lp-multiplier for 1 < p <∞.
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Proof. Suffice to verify
sup
j∈Z

∥m(2j ·)ψ∥L2
k
<∞. (3)

Change the variable ξ → Rξ, (2) becomes

sup
R>0

(∫
1<|ξ|<2

|DβmR(ξ)|2dξ
)1/2

<∞, (4)

where mR(ξ) = m(Rξ). Let ψ be the smooth cut-off function given as in Theorem 35.
Now to check (3). For any two multi-index β = (β1, · · · , βn) and γ = (γ1, · · · , γn), both in Nn0 , we

say γ ≤ β if γj ≤ βj for all j = 1, · · · , n. Furthermore, we define for γ ≤ β,(
β

γ

)
=

n∏
j=1

(
βj
γj

)
.

For any multi-index β, we denote β! :=
∏n
j=1 βj !. By this new notation, we can represent(
β

γ

)
=

β!

γ!(β − γ)!
.

By Leibniz’s law, we have

Dβ(m(2jξ)ψ(ξ)) =
∑
γ∈Nn0
γ≤β

(
β

γ

)
Dγm2j (ξ)D

β−γψ(ξ),

where m2j (ξ) = m(2jξ).

Exercise 8. For any integer α ≥ 0,

∥f∥L2
α
≤ Cα

∑
β∈Nn0
|β|≤α

∥Dβf∥2,

where Cα is a constant only depending on α. In fact, the inequality can be reversed.

From the above Exercise, there is a constant Ck (depending only on k) s.t.

sup
j∈Z

∥m(2j ·)ψ∥L2
k
≤Ck

∑
|β|≤k

∥Dβ(m(2j ·)ψ)∥2

≤Ck
∑
γ≤β
|β|≤k

(
β

γ

)(∫
|Dγm2j (ξ)|2 · |Dβ−γψ(ξ)|2

)1/2

.

Since ψ is a nice function supported in {1/2 ≤ |ξ| ≤ 2}, we have

|Dβ−γψ(ξ)| ≤ C(k),

for any (β, γ) with γ ≤ β and |β| ≤ k, and C(k) is a constant depending on k and ψ. We also are able
to control those

(
β
γ

)
’s by a constant depending on k. Therefore, we obtain

sup
j∈Z

∥m(2j ·)ψ∥L2
k
≲ max

|γ|≤k
sup
j

(∫
1<|ξ|<2

|Dγm2j (ξ)|2dξ
)1/2

<∞,
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from (4), where the implicit constant hidden in ≲ is

CkC(k)
∑
γ≤β
|β|≤k

(
β

γ

)
,

which is a constant relying on k.

Corollary 10 (Mikhlin Multiplier Theorem). Let k =
⌊
n
2

⌋
+1. Suppose that m ∈ L∞(Rn) satisfies

that there is a constant C s.t.
|Dβm(ξ)| ≤ C|ξ|−|β|

for any β ∈ Nn0 with |β| ≤ k, and for all ξ ̸= 0 ∈ Rn. Then m is an Lp-multiplier for 1 < p <∞.

Exercise 9. Prove Mikhlin Multiplier Theorem.
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14 Fractional Integrals

For any f ∈ S(Rn), we have
(̂−∆f)(ξ) = 4π2|ξ|2f̂(ξ),

where ∆ is Laplacian. One can extend the definition of −∆ to (−∆)α/2 for α ∈ R. In fact, one can
define the operator (−∆)α/2 in S(Rn) first by

̂((−∆)α/2f)(ξ) = (2π|ξ|)αf̂(ξ).

Then we can extend this operator to more general case. We abuse the same notation to denote the
extension. When α ≥ 0, the operator (−∆)α/2 is essentially α-order differential operator. When α < 0,
we use I−α to denote (−∆)α/2, which can be viewed as (−α)-order integration operator.

One can define for α > 0,
Îαf(ξ) = (2π|ξ|)−αf̂(ξ),

and one can view it as a α-order integration operator.

Definition 24. When 0 < α < n, Iα is called a fractional integral.

Remark 11. Iα is a multiplier operator, so it can be represented by Iαf = K ∗ f for some kernel K.
Next lemma is devoted to find such K.

Proposition 3. We have the following properties:

1. IαIβ = Iα+β, for 0 < α, β < n and α+ β < n.

2. ∆Iα = −Iα−2 for 2 < α < n.

3. (−∆)β/2Iα = Iα−β for 0 < α < β < n.

4. I2 is the fundamental solution of −∆, that is, u = −I2f is the solution of ∆u = f .

Exercise 10. Check these properties.

Lemma 17. Let 0 < α < n,

Cn,α = π
n
2 −α Γ(α

2
)

Γ(n−α
2

)
,

then
|̂x|α−n(ξ) = Cn,α|ξ|−α

in the sense of distribution, i.e. for all ψ ∈ S(Rn),∫
Rn

|x|α−nψ̂(x)dx = Cn,α

∫
Rn

|ξ|−αψ(ξ)dξ.

Proof. Recall that ê−πδ|·|2(ξ) = δ−n/2e−π|ξ|
2/δ. For any ψ ∈ S(Rn),∫

e−πδ|x|
2

ψ̂(x)dx =

∫
ê−πδ|·|2(ξ)ψ(ξ)dξ = δ−n/2

∫
e−π|ξ|

2/δψ(ξ)dξ,
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by Exercise 1. Let β = n−α
2

, multiplying both sides by δβ−1 and then integrating in δ from 0 to ∞,
revealing ∫ ∞

0

δβ−1

∫
e−πδ|x|

2

ψ̂(x)dxdδ =

∫
ψ(ξ)

(∫ ∞

0

δβ−1−n
2 e−π|ξ|

2/δdδ

)
dξ. (1)

Note that the left hand side of equation (1) is

LHS =

∫
ψ̂(x)

(∫ ∞

0

δβ−1e−πδ|x|
2

dδ

)
dx = π−βΓ(β)

∫
ψ̂(x)|x|α−ndx. (2)

On the other hand, the right hand of equation (1) is

RHS =

∫
ψ(ξ)

(∫ ∞

0

δ−
α
2 e−π|ξ|

2/δ dδ

δ

)
dξ =

∫
ψ(ξ)

(∫ ∞

0

ρ
α
2 e−ρ

dρ

ρ

)
(π|ξ|2)−α

2 dξ,

by letting ρ = π|ξ|2/δ. Hence we have

RHS = Γ(
α

2
)π−α

2

∫
ψ(ξ)|ξ|−αdξ. (3)

Comparing equations (2) and (3), we obtain the desired result.

Corollary 11. For any f ∈ S(Rn), we have

Iαf(x) = C(n, α)

∫
Rn

1

|x− y|n−α
f(y)dy,

where C(n, α) = 2−απn/2
Γ(n−α

2 )

Γ(α
2 )

. Hence Iaf(x) = K ∗ f(x), where K(x) = C(n, α)|x|α−n.

This can be extended to f ∈ Lp with 1 ≤ p < n
α

. To see that, we partition K(x) into K1(x) =

K(x) ·χ({|x| ≤ 1}) and K2(x) = K(x) ·χ({|x| > 1}). Notice that K1 is an integrable function because
0 < α < n, and thus ∥K1 ∗f∥p ≤ ∥K1∥1 ·∥f∥p by Young’s inequality. Hence K1 ∗f converges absolutely
a.e. since it belongs to Lp. By Hölder’s inequality, |K2 ∗ f | ≤ ∥K2∥p′∥f∥p. When p satisfies the
condition, K2 ∈ Lp

′ since (n− α)p′ > n. Hence Iaf = K ∗ f for f ∈ Lp is well-defined.

Our next goal is to find for what pairs of p and q, we have the inequality

∥Iαf∥q ≤ C∥f∥p (4)

for f ∈ S(Rn). Now for any δ > 0, let

fδ(x) = δn/pf(δx).

From the Corollary 11, we have Iαfδ(x/δ) = δ−α+
n
p Iαf(x). On the other hand,

∥Iαfδ∥q =
1

δn/q
∥Iαfδ(

·
δ
)∥q.

So using equation 4 for f = fδ, we see that

∥Iαfδ∥q = δ−α+
n
p −n

q ∥Iαf∥q ≤ C∥fδ∥p = C∥f∥p.

This can be true only if
−α+

n

p
− n

q
= 0. (5)

Two special cases arise when (p, q) = (1, n
n−α) and (p, q) = (n

α
,∞).



14 FRACTIONAL INTEGRALS 59

Lemma 18. In either case, the presumed inequality (4) does not hold.

Proof. It suffices to show for the case (p, q) = (1, n
n−α). The other is dual to this case. If in this case

the result is valid, we can replace f by a sequence {fk} of positive integrable functions whose common
integral is 1 and whose supports converge to the origin, or an approximation to the identity. Denote
Bϵ = {x ∈ Rn : ϵ ≤ |x| ≤ 1/ϵ}. For n sufficiently large and x ∈ Bϵ, we have

Iαfk(x) = C(n, α)

∫
|x− y|α−nχBϵ/2

(x− y)fk(y)dy,

because fk is supported in {y : |y| < ϵ/4} when n is large. Let Kϵ = K · χ(Bϵ/2), which is integrable.
From ∥Iαf∥ n

n−α
≤ C∥f∥1, it follows that

∥Kϵ ∗ fk∥L n
n−α (Bϵ)

= ∥Iαfk∥L n
n−α (Bϵ)

≤ C∥fk∥1 = C.

We know

lim
k→∞

∥Kϵ ∗ fk∥L n
n−α (Bϵ)

= ∥Kϵ∥L n
n−α (Bϵ)

= C(n, α)
∥∥ | · |−n+α ∥∥

L
n

n−α (Bϵ)
≤ C,

which implies by letting ϵ→ 0, ∫
Rn

|x|−ndx <∞,

and this leads to a contradiction!

Example 9. We give a counterexample to demonstrate (4) is not valid for (p, q) = (n/α,∞). Let
0 < α < n, and ε > 0 small. Let f : Rn → R be given by

f(x) =

 1
|x|α

(
log 1

|x|

)−α
n ·(1+ε)

, |x| ≤ 1
2

0 , |x| > 1
2
.

One can check that f ∈ Ln/α(Rn) and Iαf /∈ L∞ as long as α/n(1 + ε) ≤ 1. (Exercise)

It turns out that after removing the two special cases, the equation (5) is also a sufficient condition
of (p, q) to make (4) holds for all f ∈ Lp. We can therefore formulate Hardy-Littlewood-Sobolev
Theorem of fractional integrals.

Theorem 37 (Hardy-Littlewood-Sobolev Theorem). Let 0 < α < n, 1 ≤ p < q < ∞ and
1
q
= 1

p
− α

n
. Then

1. If p > 1, then there exists a constant C such that for any f ∈ Lp, ∥Iαf∥q ≤ C∥f∥p.

2. There exists a constant C such that for any λ > 0 and any f ∈ L1,

|{x ∈ Rn : |Iαf(x)| > λ}| ≤ C∥f∥q1
λq

.

Proof. Notice p satisfies 1 ≤ p < n/α, and thus Corollary 11 is valid for representing Iα for f ∈ Lp.
We can show first that, for any real number R > 0,

|Iαf(x)| ≲ RαMf(x) +R−n/q∥f∥p. (6)
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Split the kernel K into K1(x) = K(x) · χ({|x| ≤ R}) and K2(x) = K(x) · χ({|x| > R}). The first part
K1 can be divided further into

∑∞
k=0K · χ({2−k−1R < |x| ≤ 2−kR}). Then it is not difficult to prove

|K1 ∗ f(x)| ≲ RαMf(x).

On the other hand, apply the Hölder’s inequality, we have

|K2 ∗ f(x)| ≲ R−n/q∥f∥p.

Now (6) follows. Choosing R−n/p = Mf(x)
∥f∥p

, we then obtain

|Iαf(x)| ≲ ∥f∥
αp
n
p · (Mf(x))p/q. (7)

For p > 1, we see that
∥Iαf∥q ≲ ∥f∥

αp
n
p · ∥Mf(x)∥

p
q
p ≲ ∥f∥

αp
n + p

q
p ≲ ∥f∥p,

since M is bounded on Lp and αp
n
+ p
q
= 1. For the case p = 1, it follows from (7) and weak (1,1)-estimate

of M that
|{x ∈ Rn : |Iαf(x)| > λ}| ≤ |{x :Mf(x) ≥ Cα,n∥f∥

−αq
n

1 λq}| ≲ ∥f∥q1
λq

.



15 LITTLEWOOD-PALEY THEOREM IN CONTINUOUS VERSION 61

15 Littlewood-Paley Theorem in Continuous Version

Let ψ be a radial and real-valued Schwartz function, obeying
∫
Rn ψ(x)dx = 0. It is not difficult to

show ψ̂ is real-valued and radial too. Since ψ̂ is radial, for ξ ∈ Rn, ψ̂(ξ) = ψ̂(|ξ|) and it gives a function
defined on R.

Let
ψt(x) = t−nψ(t−1x),

for any t > 0, and
Qtf(x) = ψt ∗ f(x).

We shall notice that ∫ ∞

0

(ψ̂(t))2
dt

t
=

∫ ∞

0

|ψ̂(t)|2 dt
t
<∞. (1)

To see why this is true, we split the integral in the left side into∫ 1

0

|ψ̂(t)|2 dt
t
+

∫ ∞

1

|ψ̂(t)|2 dt
t
.

The first term is clearly finite because ψ̂ ∈ S(Rn). The second term equals to∫ ∞

1

|ψ̂(t)− ψ̂(0)|2 dt
t

≤
∫ 1

0

|∇ψ̂(η)|2t2 dt
t

≤ Cψ.

Here we used ψ̂(0) =
∫
ψ = 0 and the mean value theorem. Hence we obtain (1).

We can normalize ψ so that ∫ ∞

0

(ψ̂(t))2
dt

t
= 1. (2)

We now state the Calderón reproducing formula, which allows us to represent f ∈ L2 in terms of the
operator Qt.

Lemma 19. Suppose that ψ satisfies (2). Then for any f ∈ L2,∫ ∞

0

Q2
tf(x)

dt

t
= f(x)

in L2 dense, that is, ∥∥∥∥∫ R

ϵ

Q2
tf
dt

t
− f

∥∥∥∥
2

→ 0 (3)

as ϵ→ 0, R→ ∞. Here Q2
t is given by Q2

tf = Qt(Qtf) = ψt ∗ ψt ∗ f .

Proof. For f ∈ S(Rn), we have∥∥∥∥∫ R

ϵ

Q2
tf
dt

t
− f

∥∥∥∥
2

=

∥∥∥∥∫ R

ϵ

Q̂2
tf
dt

t
− f̂

∥∥∥∥
2

(Plancherel)

=

∥∥∥∥∥f̂
(∫ R|·|

ϵ|·|
(ψ̂(t))2

dt

t
− 1

)∥∥∥∥∥
2

(Definition of Qt)

By DCT, we see that the very right side tends to 0 as ϵ→ 0 and R→ ∞ due to (2).
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Now let
Tϵ,Rf(x) =

∫ R

ϵ

Q2
tf(x)

dt

t
.

For any f, g ∈ L2, we see that

⟨Tϵ,Rf, g⟩ =
∫ R

ϵ

∫
Q2
tf(x)g(x)dx

dt

t
=

∫ R

ϵ

∫
(ψ̂(t|ξ|))2(x)f̂(ξ)ĝ(ξ)dξ dt

t
,

which is bounded by, after using Fubini theorem and changing of variables,∫
|f̂(ξ)ĝ(ξ)|

∫ R

ϵ

|ψ̂(t)|2 dt
t
dξ ≤ ∥f∥2 · ∥g∥2.

By duality, we can conclude that for any f ∈ L2,

∥Tϵ,Rf∥2 ≤ ∥f∥2.

We are able to use the uniform L2 boundedness of Tϵ,R to extend the identity (3) from S to L2. (This
is a standard trick in analysis.) Indeed, because S(Rn) is dense in L2(Rn), for any f ∈ L2, there is a
Schwartz function φ such that ∥f − φ∥ < ϵ. Then by triangle inequality and result above, we see

∥Tϵ,Rf − f∥2 ≤ ∥Tϵ,Rf − Tϵ,Rφ∥2 + ∥Tϵ,Rφ− φ∥2 + ∥φ− f∥2 ≤ 2∥φ− f∥2 + ∥Tϵ,Rφ− φ∥2,

which is bounded by
2ϵ+ ∥Tϵ,Rφ− φ∥2.

Letting ϵ→ 0 and R→ ∞, we end up with 0, and so

lim
ϵ→0

R→∞

∥Tϵ,Rf − f∥2 = 0.

Definition 25. We define Littlewood-Paley g-function by

g(f)(x) =

(∫ ∞

0

|Qtf(x)|2
dt

t

)1/2

.

We now aim to build up Littlewood-Paley theorem for the g-function, say, ∥g(f)∥p ∼ ∥f∥p for
p ∈ (1,∞). It is not difficult to make L2 theory.

Theorem 38. Let f ∈ L2. Then
∥g(f)∥2 = ∥f∥2.

Proof. By Plancherel Theorem (Theorem 13), we get for f ∈ L2,

∥g(f)∥22 =
∫ ∫ ∞

0

|Qtf(x)|2
dt

t
=

∫
|f̂(ξ)|2

(∫ ∞

0

|ψ̂(t|ξ|)|2 dt
t

)
dξ = ∥f∥22.
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In some old book, one may see the definition of g-function via Poisson kernel. We now summarize
the old but very classical versions of g-function here. Let t > 0, then the Poisson kernel Pt on Rn is
defined by (for x ∈ Rn)

Pt(x) =

∫
Rn

e−2πix·ξe−2πt|ξ|dξ.

In other words, Pt is Fourier transform of e−2πt|·|. It is well-known that

Pt(x) =
cnt

(|x|2 + t2)
n+1
2

, (4)

where cn = Γ((n+ 1)/2)/π(n+1)/2.

Exercise 11. This exercise aims to prove (4). We shall follow the steps:

1. Show that for δ > 0, ∫
Rn

e−πδ|ξ|
2

e−2πix·ξdξ = δ−n/2e−π|x|
2/δ.

2. For any γ > 0,
e−γ =

1√
π

∫ ∞

0

e−u√
u
e−γ

2/4udu.

Hint: Write e−γ = 1
π

∫∞
−∞

eiγx

1+x2 dx, and express the factor 1
1+x2 as

∫∞
0
e−(1+x2)udu, then evaluate

the integral.

3. Use 1 and 2 to prove (4).

The Poisson integral is defined by

u(x, t) = Pt ∗ f(x)

for f ∈ L2, which in terms of Fourier transform, can be represented as

u(x, t) =

∫
Rn

f̂(ξ)e−2πix·ξe−2πt|ξ|dξ.

The function e−2πt|ξ| is rapidly decreasing in |ξ| since t > 0. This yields the absolute convergence of
the integral. For the same reason, the integral above can be differentiated with respect to x and t any
number of times by carrying out the operation for the integral. Hence we see that for t > 0,

∆u =
n∑
j=1

∂2u

∂x2j
+
∂2u

∂t2
= 0.

Therefore, the Poisson kernel Pt can be used to describe the fundamental solution of the Laplacian on
the upper half plane.

The classical g-function is given by

g∗(f)(x) =

(∫ ∞

0

|∇u(x, t)|2tdt
)1/2

,
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where ∇u = (∂x1
u, · · · , ∂xn

u, ∂tu). Moreover, we define

g∗1(f)(x) =

(∫ ∞

0

∣∣∣∣∂u∂t (x, t)
∣∣∣∣2 tdt

)1/2

and

g∗x(f)(x) =

(∫ ∞

0

|∇x(x, t)|2tdt
)1/2

,

where ∇xu = (∂x1
u, · · · , ∂xn

u). It follows immediately from the definitions that

g∗(f) =
√

(g∗1(f))
2 + (g∗x(f))

2.

One can check that Littlewood-Paley theorem holds for g∗, g∗1 and g∗x. Now let us state the L2 result
as follows:

Theorem 39. We have
∥g∗(f)∥2 =

1√
2
∥f∥2

and
∥g∗1(f)∥2 = ∥g∗x(f)∥2 =

1

2
∥f∥2.

Exercise 12. Prove Theorem 39. Hint: Plancherel Theorem.

Now we’re ready to state Littlewood-Paley theory for g-function. For the time being, we assume
ψ to be radial and R-valued Schwartz function, satisfying

∫∞
0
(ψ̂(t))2 dt

t
= 1.

Theorem 40 (Littlewood-Paley Theorem). For any 1 < p < ∞, there are constants cp and Cp

such that
cp∥f∥p ≤ ∥g(f)∥p ≤ Cp∥f∥p,

for any f ∈ Lp.

The proof relies on vector-valued Calderón-Zygmund theory. For any t > 0, let Kt ∈ S ′(Rn). Kt

is a C-valued function on {∈ Rn : x ̸= 0}. When x is fixed, Kt(x) can be considered as a function of
t > 0, denoted by hx. We assume the function hx belongs to H when x is fixed. We use the ∥ · ∥ to
denote the norm generated by the inner product of H. We now define an H-valued function K by

K(x) = {Kt(x)}t>0,

and its norm, for any given x, by

∥K(x)∥H = ∥hx∥(= ∥Kt(x)∥).

An H-valued kernel K is called a Calderón-Zygmund kernel if it satisfies for some ϵ ∈ (0, 1],

∥K(x)∥H ≤ C

|x|n
(5)
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for any x ∈ Rn with x ̸= 0, and

∥K(x)− K(x′)∥H ≤ C|x− x′|ϵ

|x|n+ϵ
, (6)

if |x| > 2|x− x′|.

We define Tt by
Ttf(x) = Kt ∗ f(x),

and a vector-valued operator Tf = K ∗ f = {Kt ∗ f}t>0. In addition, we set

∥Tf∥Lp(H) =

(∫
Rn

∥Tf∥pH
)1/p

,

where ∥Tf∥H = ∥Kt∗f(x)∥, exactly as how we define ∥K(x)∥H above. We will employ the vector-valued
Calderón-Zygmund theory for convolution type operator, which is stated as follows:

Theorem 41. Let K be a vector-valued Calderón-Zygmund kernel satisfying (5) and (6). Suppose
that

∥Tf∥L2(H) ≲ C∥f∥2,

for any f ∈ L2. Then for any 1 < p <∞,

∥Tf∥Lp(H) ≤ C∥f∥p,

for any f ∈ Lp.

The proof can be prove by Calderón-Zygmund decomposition as we did in Lecture 7. So we will
omit the proof of the theorem. We shall now find a suitable Hilbert space for us to represent the
g-function. The Hilbert space we need to select is L2(R+,

dt
t
), which is a collection of h : R+ → C such

that

∥h∥L2(R+,
dt
t ) =

(∫ ∞

0

|h(t)|2 dt
t

)1/2

<∞.

Now the vector-valued kernel K is given by

K(x) = {ψt(x)}t>0.

Then to prove ∥g(f)∥p ≲ ∥f∥p, it is equivalent to show

∥K ∗ f∥Lp(L2(R+,
dt
t )) ≲ ∥f∥p, (7)

because ∥g(f)∥p = ∥K ∗ f∥Lp(L2(R+,
dt
t )). From Theorem 38, it is sufficient to verify the kernel K is a

Calderón-Zygmund kernel satisfying (5) and (6).

Proof of Theorem 40. First, we have

∥K(x)∥L2(R+,
dt
t ) =

(∫ ∞

0

|ψt(x)|2
dt

t

)1/2

,
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which is bounded by(∫ ∞

0

CN t
−2n

(1 + |x/t|)N
dt

t

)1/2

≲
(∫

t>|x|

1

t2n+1
dt

)1/2

+

(∫
0<t≤|x|

tN

t2n+1|x|N
dt

)1/2

≲ 1

|x|n
.

Here we use the fact that ψ ∈ S and the number N can be chosen to be greater than 2n + 1. Hence
we obtain (5) for the kernel K.

On the other hand, note that

∥K(x)− K(x′)∥L2(R+,
dt
t ) =

(∫ ∞

0

|ψt(x)− ψt(x
′)|2 dt

t

)1/2

,

which equals to (∫ ∞

0

t−2n|ψ(x/t)− ψ(x′/t)|2 dt
t

)1/2

.

Using the mean value theorem for ψ, we get

∥K(x)− K(x′)∥L2(R+,
dt
t ) ≤

(∫ ∞

0

t−2n
∣∣∣∇ψ (η

t

)∣∣∣2 · ∣∣∣∣x− x′

t

∣∣∣∣2 dtt
)1/2

,

where η = (1− θ)x+ θx′ = x− θ(x− x′) for some θ ∈ [0, 1]. Since x, x′ satisfy |x| > 2|x− x′|, we get

|η| ≥ |x| − |x− x′| > |x|
2
,

from which it follows that

∥K(x)− K(x′)∥L2(R+,
dt
t ) ≲

(∫ ∞

0

t−2n 1

(1 + |x|/t)N
·
∣∣∣∣x− x′

t

∣∣∣∣2 dtt
)1/2

≲
(∫

t>|x|

1

t2n+3
dt

)1/2

· |x− x′|+
(∫

t≤|x|

tN−2n−3

|x|N
dt

)1/2

· |x− x′|

≲ |x− x′|
|x|n+1

.

Henceforth, we get (6). As a consequence of Theorem 41, (7) follows. Therefore we see g-function is
bounded on Lp.

Finally the reverse inequality can be prove by duality.

Exercise 13. For any f ∈ L2 ∩ Lp, we have

∥f∥p = sup
h∈S(Rn)
∥h∥

p′≤1

∣∣∣∣∫ f(x)h(x)dx

∣∣∣∣ .
Use the Exercise above, with Lemma 19, we can represent, for f ∈ L2 ∩ Lp and h ∈ S(Rn),∣∣∣∣∫ f(x)h(x)dx

∣∣∣∣ = ∣∣∣∣∫ ∫ ∞

0

Q2
tf(x)

dt

t
h(x)dx

∣∣∣∣ . (8)

Interchanging integrals by Fubini’s Theorem, we see that the right side of (8) can be written as∫ ∞

0

∫
Q2
tf(x)h(x)dx

dt

t
=

∫ ∞

0

∫
Qtf(x)Qth(x)dx

dt

t
=

∫ ∞

0

∫
Qtf(x)Qth(x)

dt

t
dx,
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which is controlled by Cauchy-Schwarz inequality and then Hölder inequality,∫
g(f)(x)g(h)(x)dx ≤ ∥g(f)∥p · ∥g(h)∥p′ ≲ ∥g(f)∥p.

Here in the last step, we applied that g-function is bounded on Lp
′ . Again we shall rely on that

Lp ∩ L2 is dense in Lp. Indeed, for any f ∈ Lp, we can find a sequence {fk} in Lp ∩ L2 such that
limk→∞ ∥fk − f∥p = 0. Then

∥f∥p = lim
k→∞

∥fk∥p ≲ lim
k→∞

∥g(fk)∥p ≲ lim
k→∞

∥g(fk − f)∥p + ∥g(f)∥p

≲ lim
k→∞

∥fk − f∥p + ∥g(f)∥p ≲ ∥g(f)∥p.

Hence, the reverse inequality ∥f∥p ≲ ∥g(f)∥p holds for any f ∈ Lp. Now we finish the proof of the
theorem.

The g-function in the proof is modern. The classical way to define the g-function is based on
Poisson integrals. For instance, g∗, g∗1 , g∗x defined before. Littlewood-Paley estimates for those classical
functions can be established too. More precisely, we have

Theorem 42. For 1 < p <∞ and any function f ∈ Lp,

∥g∗(f)∥p ∼ ∥g∗1(f)∥p ∼ ∥g∗x(f)∥p ∼ ∥f∥p.

Exercise 14. Prove Theorem 42. This can be done in a similar way as Theorem 40, via a use of
Calderón-Zygmund theory.
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16 T1 Theorem in a Simple Version

In this lecture, we aim to solve the question arose in Lecture 7 Remark 4. For now we will only
present a simple version to the question, or known as T1 Theorem. We will prove the whole part after
we learn the BMO space.

Recall that in Lecture 7, we have the following definition: (Here we let K ∈ S ′(Rn × Rn) and K

is a C-valued function in Rn × Rn\{(x, y) ∈ Rn × Rn : x = y})

Definition 26. Let T : S → S ′ be continuous in S and linear. T is called a singular integral
operator, or SIO, if T is associated with K, that is,

⟨Tφ, ψ⟩ = ⟨K,φ⊗ ψ⟩ ,

where φ⊗ ψ(x, y) = φ(x)ψ(y) for any Rn × Rn, φ,ψ ∈ S(Rn) and Tφ(x) =
∫
Rn K(x, y)φ(y)dy.

Definition 27. For T defined above, say T satisfies weak boundedness property, or WBP, if

| ⟨φ, Tψ⟩ | ≤ CRn (∥φ∥∞ +R∥∇φ∥∞) (∥ψ∥∞ +R∥∇ψ∥∞)

for any φ,ψ ∈ S(Rn) that are supported in a ball in Rn of radius R, and C is a constant independent
of φ,ψ and R.

Lemma 20. Suppose that T can be extended to a bounded operator on L2(Rn), then T satisfies WBP.

Proof. Let φ,ψ ∈ S(Rn) be supported in a ball in Rn of radius R. By Schwartz inequality and L2

boundedness, we have

| ⟨φ, Tψ⟩ | ≤ ∥φ∥2∥Tψ∥2 ≲ ∥φ∥2∥ψ∥2 ≲ Rn∥φ∥∞∥ψ∥∞,

since both of them are supported in a ball.

Definition 28. The adjoint operator of T is defined to be a SIO associated to the kernel K∗(x, y) =

K(y, x) for x ̸= y. That is,
⟨T ∗φ,ψ⟩ = ⟨K∗, φ⊗ ψ⟩ .

Note 4. We have
⟨Tφ, ψ⟩ = ⟨φ, T ∗ψ⟩ .

Denote S0(Rn) = {ϕ ∈ C∞
c (Rn) :

∫
ϕ = 0}. Let T be a Calderón-Zygmund SIO.

Definition 29. We define a linear functional T1 on S0(Rn) as follow: for any ϕ ∈ S0(Rn), there is a
ball B in Rn such that ϕ takes value 0 outside B and η ∈ C∞

c (Rn) with η(x) = 1 for x ∈ 3B. Define

⟨T1, ϕ⟩ = ⟨Tη, ϕ⟩+ ⟨1− η, T ∗ϕ⟩ .
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Note 5. We need to verify the well-definedness. ⟨Tη, ϕ⟩ is well-defined since both η and ϕ are Schwartz
functions. But 1−η is not a Schwartz function, so we need to check the well-definedness of ⟨1− η, T ∗ϕ⟩.
Express

⟨1− η, T ∗ϕ⟩ =
∫
(1− η)(x)

(∫
K∗(x, y)ϕ(y)dy

)
dx.

Denote r(B) to be the radius of B and x0 to be the center of B. When x ∈ supp (1 − η) and y ∈ B,
(note supp (1− η) ∩ suppϕ = ∅)

|x− y| ≥ |x− x0| − |y − x0| > 3r(B)− r(B) = 2r(B) ≥ 2|y − x0|.

Hence for 0 < ϵ ≤ 1, K Calderón-Zygmund kernel,

|K(y, x)−K(x0, x)| ≤
|y − x0|ϵ

|x− y|n+ϵ
.

On the other hand, since
∫
ϕ = 0, we have∣∣∣∣∫ K∗(x, y)ϕ(y)dy

∣∣∣∣ = ∣∣∣∣∫ (K(y, x)−K(x0, x))ϕ(y)dy

∣∣∣∣ ≲ ∥ϕ∥∞
∫
B

|y − x0|ϵ

|x− y|n+ϵ
dy,

hence using boundedness of η,

| ⟨1− η, T ∗ϕ⟩ | ≲ ∥ϕ∥∞
∫
(3B)c

∫
B

|y − x0|ϵ

|x− y|n+ϵ
dydx ≲ ∥ϕ∥∞ · r(B)n <∞,

where we use a fact left as an exercise:

Exercise 15. Let c(B) be the center of the ball B, then∫
(3B)c

∫
B

|y − c(B)|ϵ

|x− y|n+ϵ
dydx ≲ r(B)n.

One can also easily check the independence of choice of η. Hence T1 is well-defined.

Theorem 43 (T1 Theorem, simple version). Let T be a SIO associated with a Calderón-Zygmund
kernel K. Suppose that T satisfies WBP and T1 = T ∗1 = 0, where 0 stands for the zero functional in
S0(Rn). Then T extended to a bounded operator on L2(Rn).

Before we prove this theorem, we need some convolution type operator. Choose ϕ ∈ C∞
c (Rn)

radial and
∫
Rn ϕ = 1. From ∂jϕ̂(ξ) = −2πi

∫
ϕ(x)xje

−2πixξdx for any 1 ≤ j ≤ n with x = (x1, · · · , xn),
we have

∇ϕ̂(0) = 0.

Define for any f ∈ S(Rn),
Ptf(x) = ϕt ∗ f(x),

where ϕt(x) = t−nϕ(t−1x) for any x ∈ Rn.

Lemma 21. Suppose T satisfies WBP. For any φ,ψ ∈ C∞
c (Rn),

⟨Tφ, ψ⟩ = lim
t→0

〈
P2
tTP2

tφ,ψ
〉
,

where P2
t = PtPt.
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Proof. Suppose suppφ and suppψ are both in a ball of radius R. We can take t small enough so that
P2
tφ and P2

tψ are supported in a ball of radius 2R. For any function f ∈ C1 supported in a ball of
radius 2R, we set

∥f∥ = ∥f∥∞ +R∥∇f∥∞.

Observe that ∣∣〈P2
tTP2

tφ,ψ
〉
− ⟨Tφ, ψ⟩

∣∣ = ∣∣〈TP2
tφ,P2

tψ
〉
− ⟨Tφ, ψ⟩

∣∣ ,
which is bounded by∣∣〈T (P2

tφ− φ),P2
tψ
〉∣∣+ ∣∣〈Tφ,P2

tψ − ψ
〉∣∣ ≲ Rn

(
∥P2

tφ− φ∥ · ∥P2
tψ∥+ ∥φ∥ · ∥P2

tψ − ψ∥
)
.

By definition, we can see ∥P2
tψ∥ ≤ ∥ψ∥ since

∫
ϕt =

∫
ϕ = 1. On the other hand, by Hausdorff-Young

inequality, we have

∥P2
tφ− φ∥ ≤ ∥ ̂P2

tφ− φ∥1 +R
n∑
j=1

∥ξj ̂(P2
tφ− φ)(ξ)∥1.

Note that
̂(P2
tφ− φ)(ξ) =

(
(ϕ̂(tξ))2 − 1

)
φ̂(ξ),

from which, we see

lim
t→0

∥ ̂P2
tφ− φ∥1 =

∫
Rn

lim
t→0

∣∣∣((ϕ̂(tξ))2 − 1
)∣∣∣ · |φ̂(ξ)|dξ = 0,

by DCT and ϕ̂(0) = 1. Similarly,

lim
t→0

n∑
j=1

∥ξj ̂(P2
tφ− φ)(ξ)∥1 = 0.

Hence, it follows that
lim
t→0

∥P2
tφ− φ∥1∥ = 0,

and this holds if we replace φ by ψ. So we’ve shown

lim
t→0

∣∣∣⟨Tφ, ψ⟩ − lim
t→0

〈
P2
tTP2

tφ,ψ
〉∣∣∣ = 0,

which conclude the proof.

Lemma 22. Suppose T satisfies WBP. For any φ,ψ ∈ C∞
c (Rn),

lim
t→∞

〈
P2
tTP2

tφ,ψ
〉
= 0.

The proof is similar to the previous one, so we will omit the details here. Now back to proof of
Theorem 43. From Lemma 21 and Lemma 22, we see for any φ,ψ ∈ C∞

c ,

⟨Tφ, ψ⟩ = lim
ϵ→0

〈
(P2

ϵTP2
ϵφ− P2

1/ϵTP2
1/ϵφ), ψ

〉
.

To prove T extends to a bounded operator on L2, it is sufficient to prove

lim
ϵ→0

∥P2
ϵTP2

ϵφ− P2
1/ϵTP2

1/ϵφ∥2 ≲ ∥φ∥2
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for any φ ∈ C∞
c . By fundamental theorem of calculus, we can write

P2
ϵTP2

ϵφ− P2
1/ϵTP2

1/ϵφ = −
∫ 1/ϵ

ϵ

∂t(P2
tTP2

tφ)dt.

Define ∂t(P2
t ) by

∂t(P2
t )f(x) = ∂t(ϕt ∗ ϕt) ∗ f(x)

for any f ∈ L2. By product rule,

∂t(P2
tTP2

tφ) = ∂t(P2
t )TP2

tφ+ P2
t∂t(TP2

t )φ. (1)

One can check two operators appear in the right side of (1) are adjoint to each other. Thus we only
need to check the first term. It remains to prove for any φ ∈ C∞

c ,

lim
ϵ→0

∥∥∥∥∥
∫ 1/ϵ

ϵ

∂t(P2
t )TP2

tφdt

∥∥∥∥∥
2

≲ ∥φ∥2. (2)

Define for any f ∈ L2,
Qtf(x) = t∂t(Q2

t )f(x).

Using such definition, (2) becomes

lim
ϵ→0

∥∥∥∥∥
∫ 1/ϵ

ϵ

Q2
tTP2

tφ
dt

t

∥∥∥∥∥
2

≲ ∥φ∥2 (3)

for any φ ∈ C∞
c . By Fourier transform, we have for ξ ∈ Rn,

Q̂tf(ξ) = t∂t(P̂2
t )f(ξ)) = t∂t(ϕ̂

2(ξ)f̂(ξ)) = 2tϕ̂(tξ)ξ · (∇ϕ̂)(tξ) · f̂(ξ).

Define the vector-valued functions

Ψ
(1)
t (x) =

i

π
t−n(∇ϕ)(t−1x),

Ψ
(2)
t (x) = −2πit−nϕ(t−1x) · x

t
.

For any vector-valued function F = (f1, · · · , fn), we define its Fourier transform by

F̂ = (f̂1, · · · , f̂n),

then with this definition, we have

Ψ̂
(1)
t (ξ) = 2tϕ̂(tξ)ξ,

Ψ̂
(2)
t (ξ) = (∇ϕ̂)(tξ).

It is clear Q̂tf(ξ) = Ψ̂
(1)
t (ξ)Ψ̂

(2)
t (ξ)f̂(ξ). Denote

Q(1)
t f(x) = Ψ

(1)
t ∗ f(x),

Q(2)
t f(x) = Ψ

(2)
t ∗ f(x).
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Recall that we have ∫
∇ϕ =

∫
xϕ(x) = 0,

then by Littlewood-Paley Theorem in continuous version, we have for any f ∈ L2,∥∥∥∥∥
(∫ ∞

0

|Q(j)
t f |2 dt

t

)1/2
∥∥∥∥∥
2

≲ ∥f∥2,

since LHS is a vector-valued Littlewood-Paley g-function, j = 1 or 2.

For two vector-valued functions F and G, we define

⟨F,G⟩ =
n∑
j=1

⟨fj , gj⟩ .

Then for f, g ∈ L2, one can check that

⟨Qtf, g⟩ =
〈

Q(2)
t f,Q(1)

t g
〉
.

To estimate (3), we consider for any φ,ψ ∈ C∞
c ,〈∫ 1/ϵ

ϵ

Q2
tTP2

tφ
dt

t
, ψ

〉
=

∫ 1/ϵ

ϵ

〈
Q2
tTP2

tφ,ψ
〉 dt
t
.

using Fubini’s Theorem since T satisfies WBP. Therefore,〈∫ 1/ϵ

ϵ

Q2
tTP2

tφ
dt

t
, ψ

〉
=

∫ 1/ϵ

ϵ

〈
Q(2)
t TP2

tφ,Q
(1)
t ψ

〉 dt
t
,

and by Cauchy-Schwartz inequality, we can control it by

· · · ≤

∥∥∥∥∥
∫ 1/ϵ

ϵ

|Q(2)
t TP2

tφ|2
dt

t

∥∥∥∥∥
2

·

∥∥∥∥∥
∫ 1/ϵ

ϵ

|Q(1)
t ψ|2 dt

t

∥∥∥∥∥
2

≤

∥∥∥∥∥
∫ 1/ϵ

ϵ

|Q(2)
t TP2

tφ|2
dt

t

∥∥∥∥∥
2

· ∥ψ∥2.

Henceforth, we can reduce T1 theorem to the following lemma:

Lemma 23. There is a constant C independent of choice of ϵ such that∫
Rn

∫ 1/ϵ

ϵ

|Q(2)
t TP2

tφ|2
dt

t
dx ≤ C∥φ∥22,

for any φ ∈ C∞
c (Rn).

In order to do this, we need some technical tools. Define Lt = Q(2)
t TPt.

Lemma 24. The operator Lt is a SIO associated to a kernel Lt, which is a vector-valued function.
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Proof. We need to find such Lt. Introduce the notation

⟨F, g⟩ = (⟨f1, g⟩ , · · · , ⟨fn, g⟩),

where F = (f1, · · · , fn) is a vector-valued function and g is any function. Then one can express for any
φ,ψ ∈ C∞

c (Rn),
⟨Ltφ,ψ⟩ =

∫
Rn×Rn

Lt(x, y)φ(y)ψ(x)dxdy.

On the other hand,

⟨Ltφ,ψ⟩ =
〈

Q(2)
t TPtφ,ψ

〉
=
〈
TPtφ,Q(2)

t ψ
〉
=

∫
Rn×Rn

K(x, y)Ptφ(y)Q(2)
t ψ(x)dxdy. (4)

Define the notations

ϕyt (z) = ϕt(z − y),

Ψ
(2),x
t (z) = Ψ

(2)
t (z − x),

then one can check we can represent (4) by∫
Rn×Rn

〈
Tϕyt (z),Ψ

(2),x
t (z)

〉
φ(y)ψ(x)dxdy,

via changing of variables and Fubini’s Theorem. Hence we end up with a representation of Lt by

Lt(x, y) =
〈
Tϕyt (z),Ψ

(2),x
t (z)

〉
.

Now we will show that this kernel Lt is bounded function for any t ∈ (ϵ, 1/ϵ).

Lemma 25. There is a real number σ ∈ (0, 1] such that for any x, y ∈ Rn,

|Lt(x, y)| ≤
Ctσ

(t+ |x− y|)n+σ
,

where C is a constant independent of x, y and t.

Proof. WLOG, we assume ϕ is supported in a unit ball, centered at the origin. Then by definition,
ϕt and Ψ

(2)
t are supported in a ball, centered at the origin with radius t. We consider the two cases

|x− y| < 10t and |x− y| ≥ 10t. In the first case, or |x− y| < 10t, we apply WBP to obtain

|Lt(x, y)| =
∣∣∣〈Tϕyt (z),Ψ(2),x

t (z)
〉∣∣∣

≲ tn (∥ϕyt ∥∞ +R∥∇ϕyt ∥∞)
(
∥Ψ(2),x

t ∥∞ +R∥∇Ψ
(2),x
t ∥∞

)
.

The translation factors x, y won’t affect the norms, thus we can remove them. On the other hand, note
that

max{∥Ψ(2),x
t ∥∞, ∥ϕyt ∥∞} ≲ t−n,

max{∥∇Ψ
(2),x
t ∥∞, ∥∇ϕyt ∥∞} ≲ t−n−1.
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Therefore, we get
|Lt(x, y)| ≲ t−n ≲ tσ

(t+ |x− y|)n+σ
.

We now turn to the second case when |x− y| ≥ 10t. By representation of Lt, we can write

Lt(x, y) =

∫
Rn×Rn

K(u, v)ϕt(v − y)Ψ
(2)
t (u− x)dudv.

The singular points occur when u = v, but we will see that in the second case, this can be excluded
for free. From the supports of ϕt and Ψ

(2)
t , we can confine u, v to |u− x| ≤ t and |v − y| ≤ t, and from

which and the triangle inequality, we get

|u− v| = |(u− x) + (x− y) + (y − v)|

≥ |x− y| − |u− x| − |v − y| ≥ |x− y| − 2t

≥ 10t− 2t = 8t ≥ 8|u− x|.

Hence we can constraint to this part, and K is bounded in this case since it is a C-Z kernel. Henceforth,
we can apply Fubini’s Theorem to get

Lt(x, y) =

∫
Rn

(∫
Rn

K(u, v)Ψ
(2)
t (u− x)du

)
ϕt(v − y)dv. (5)

Observe that ∫
Rn

Ψ
(2)
t (x)dx = 0, (6)

since xϕ(x) is “odd”. From which we know Ψ
(2)
t ∈ S0(Rn). So we can write (5) into

|Lt(x, y)| =
∣∣∣∣∫

Rn

(∫
Rn

[K(u, v)−K(x, v)]Ψ
(2)
t (u− x)du

)
ϕt(v − y)dv

∣∣∣∣ .
By property of C-Z kernel,

|K(u, v)−K(x, v)| ≲ |u− x|σ

|u− v|n+σ
.

So we obtain

|Lt(x, y)| ≲
∫
Rn

(∫
Rn

|u− x|σ

|u− v|n+σ
|Ψ(2)

t (u− x)|du
)
|ϕt(v − y)|dv

≲
∫ ∫

|u− x|σ

|u− v|n+σ
· 1

tn
· |u− x|

t
· |ϕ(t−1(u− x))| · 1

tn
· |ϕ(t−1(v − y))|dudv.

We use BR(z) to denote a ball centered at z of radius R. Since ϕ is a Schwartz function supported in
B1(0), we can further dominate the integral in the last expression by

· · · ≤CN

∫
Bt(y)

∫
Bt(x)

|u− x|σ

|u− v|n+σ
· 1

tn
· |u− x|

t
· 1

(1 + |u−x|
t

)N
· 1

tn
· 1

(1 + |u−y|
t

)N
dudv

=
CN
t2n+1

∫
Bt(y)

∫
Bt(x)

|u− x|1+σ

|u− v|n+σ
· 1

(1 + |u−x|
t

)N
· 1

(1 + |u−y|
t

)N
dudv

=
CN
t2n+1

· 1

tn+σ

∫
Bt(y)

∫
Bt(x)

|u− x|1+σ

( |u−v|
t

)n+σ
· 1

(1 + |u−x|
t

)N
· 1

(1 + |u−y|
t

)N
dudv

≲ CN
t3n+1+σ

∫
Bt(y)

∫
Bt(x)

|u− x|1+σ

(1 + |u−v|
t

)n+σ
· 1

(1 + |u−x|
t

)N
· 1

(1 + |u−y|
t

)N
dudv.



16 T1 THEOREM IN A SIMPLE VERSION 75

Here in the last step, we use |u − v| ≥ 8t ≥ 8|u − x|, which allows us to add 1 to |u − v|/t. We take
N ≥ n+ σ and employ elementary inequality

1

(1 + |a|)
· 1

(1 + |b|)
≤ 1

1 + |a− b|

to get

|Lt(x, y)| ≲
1

t3n+1+σ
(
1 + |x−y|

t

)n+σ ∫
Bt(y)

∫
Bt(x)

|u− x|1+σdudv

≲ 1

t3n+1+σ
(
1 + |x−y|

t

)n+σ · t1+σ|Bt(x)| · |Bt(y)|

≲ 1

tn
(
1 + |x−y|

t

)n+σ ,
hence we’re done with the proof.

Corollary 12. The integral ∫
Rn

Lt(x, y)dy

converges absolutely.

Let f ∈ S(Rn), we can represent

Ltf(x) =
∫
Rn

Lt(x, y)f(y)dy,

and the Schwartz function f can be extended to bounded function, say f = 1 identically. Indeed, Lt1
can be defined as

Lt1(x) =
∫
Rn

Lt(x, y)dy.

For any φ ∈ S(Rn),
⟨Lt1, ψ⟩ =

〈
Q(2)
t TPt1, ψ

〉
=
〈
T1,Q(2)

t ψ
〉
,

where we use the fact that Pt1 = 1 since
∫
ϕ = 1. Hence by (6), we have∫

Rn

Q(2)
t ψ(x)dx =

∫
Ψ

(2)
t ∗ ψ(x)dx =

(∫
ψdx

)∫
Ψ

(2)
t (x)dx = 0,

which yields that each component of the vector-valued function Q(2)
t ψ(x) lies in S0(Rn). As assumed

in Theorem 43, T1 = 0, which gives
〈
T1,Q(2)

t ψ
〉
= 0, leading to

⟨Lt1, φ⟩ = 0

for any φ ∈ S(Rn). Therefore, for a.e. x, we have

Lt1(x) =
∫
Rn

Lt(x, y)dy = 0. (7)

We’re now ready to prove Lemma 23.
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Proof of Lemma 23. Suffice to show for any φ ∈ C∞
c (Rn),∫

Rn

∫ 1/ϵ

ϵ

|Lt(Ptφ)|2
dt

t
≤ C∥φ∥2,

where C is a constant independent of choice of ϵ. From (7), we see

LHS =

∫
Rn

∫ 1/ϵ

ϵ

∣∣∣∣∫ Lt(x, y) (Ptφ(y)− Ptφ(x)) dy

∣∣∣∣2 dtt dx. (8)

By Lemma 25, it follows that RHS is controlled by∫
Rn

∫ 1/ϵ

ϵ

(∫
tσ

(t+ |x− y|)n+σ
|Ptφ(y)− Ptφ(x)| dy

)2
dt

t
dx,

which can be dominated by using Cauchy-Schwartz inequality,∫
Rn

∫ ∞

0

(∫
tσ

(t+ |x− y|)n+σ
dy

)(∫
tσ

(t+ |x− y|)n+σ
|Ptφ(y)− Ptφ(x)|2 dy

)
dt

t
dx. (9)

Observe that by changing of variables, we have∫
tσ

(t+ |x− y|)n+σ
dy =

∫
Rn

1

(1 + |y|)n+σ
dy = Cn,σ,

which is a constant independent of ϵ and t. Hence (9) becomes

Cn,σ

∫
Rn

∫ ∞

0

∫
tσ

(t+ |x− y|)n+σ
|Ptφ(y)− Ptφ(x)|2 dy

dt

t
dx.

Changing variables x→ u+ y, we have

Cn,σ

∫
Rn

∫ ∞

0

∫
tσ

(t+ |u|)n+σ
|Ptφ(y)− Ptφ(u+ y)|2 dudt

t
dy.

Use Fubini’s Theorem, it becomes

Cn,σ

∫
Rn

∫ ∞

0

tσ

(t+ |u|)n+σ

(∫
|Ptφ(y)− Ptφ(u+ y)|2 dy

)
dt

t
du.

By Plancherel Theorem, one can represent the inner integral as∫
|Ptφ(y)− Ptφ(u+ y)|2 dy =

∫
|e2πiuξ − 1|2 · |ϕ̂(tξ)|2 · |φ̂(ξ)|2dξ.

So we see (8) is dominated by

Cn,σ

∫
|φ̂(ξ)|2

(∫
Rn

∫ ∞

0

tσ

(t+ |u|)n+σ
· |e2πiuξ − 1|2 · |ϕ̂(tξ)|2 dt

t
du

)
dξ. (10)

To finish the proof, it suffices to prove the integral in the parenthesis in (10) is bounded by a constant
independent of ξ. This is true by the following lemma, and we’re done!

All we need is to prove the following lemma:

Lemma 26. There is a constant C independent of ξ s.t.∫
Rn

∫ ∞

0

tσ

(t+ |u|)n+σ
· |e2πiuξ − 1|2 · |ϕ̂(tξ)|2 dt

t
du ≤ C.
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Proof. Assume ξ ̸= 0. Otherwise it is trivial because e2πiu0 − 1 = 0. Let 0 < δ < σ, for instance, δ can
be chosen as σ/2 because σ ∈ (0, 1]. Recall the elementary inequality

|eiθ − 1| ≤ 2|θ|ϵ

for any θ ∈ Rn and any ϵ ∈ [0, 1]. Using the inequality with ϵ = δ/2, we bounded LHS by

8π

∫
Rn

∫ ∞

0

tσ

(t+ |u|)n+σ
· |u · ξ|δ · |ϕ̂(tξ)|2 dt

t
du. (11)

Since ϕ̂ is radial, ϕ̂(tξ) = ϕ̂(t|ξ|), (11) can be estimated by

8π

∫
Rn

∫ ∞

0

tσ

(t+ |u|)n+σ
· |u|δ · |ξ|δ · |ϕ̂(t|ξ|)|2 dt

t
du

=8π

∫
Rn

∫ ∞

0

tσ

(t+ t|u|)n+σ
· tδ|u|δ · |ξ|δ · |ϕ̂(t|ξ|)|2tn dt

t
du (change variables u→ tu)

=

(∫
Rn

8πuδ

(1 + |u|)n+δ
du

)(∫ ∞

0

(t|ξ|)δ|ϕ̂(t|ξ|)|2 dt
t

)
(Fubini)

=

(∫
Rn

8πuδ

(1 + |u|)n+δ
du

)(∫ ∞

0

tδ|ϕ̂(t)|2 dt
t

)
(change variables t→ t/|ξ|)

=Cδ,n.

This finishes the proof.

So far, the proof of T1 Theorem in simple version (Theorem 43), is completed.
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17 BMO (Bounded Mean Oscillation) and Sharp Function

Let f ∈ L1
loc(Rn) and Q be a cube in Rn. Denote

fQ =
1

|Q|

∫
Q

f(x)dx.

Definition 30. The BMO (Bounded Mean Oscillation) space is the collection of local integrable
functions of bounded mean oscillation, that is,

BMO(Rn) = {f ∈ L1
loc(Rn) : ∥f∥∗ <∞},

where the BMO-norm ∥f∥∗ (or ∥f∥BMO) is defined by

∥f∥∗ = sup
Q

1

|Q|

∫
Q

|f(x)− fQ|dx.

Note 6. It is clear that L∞(Rn) ⊂ BMO(Rn). If f is constant, then ∥f∥∗ = 0. One can view BMO
space as the quotient of the BMO space by the space of constant functions. Moreover, using triangle
inequality, it is not difficult to show

∥f∥∗ ∼ sup
Q

inf
c∈C

1

|Q|

∫
Q

|f(x)− c|dx.

Theorem 44 (John-Nirenberg). There exists positive constants C1 and C2 depending only on the
dimension n, such that for any f ∈ BMO(Rn), any cube Q in Rn, and any λ > 0,

|{x ∈ Q : |f(x)− fQ| > λ}| ≤ C1e
−C2λ/∥f∥∗ |Q|.

In order to prove the theorem, we need a few lemmas.

Lemma 27. Let Q be a cube and λ > 0. Suppose that f ∈ L1(Q) and
1

|Q|

∫
Q

|f(x)|dx < λ.

Then there exists a sequence {Qj} of pairwise disjoint subcubes of Q such that

1. |f(x)| ≤ λ a.e. on Q\(∪jQj),

2. λ ≤ 1
|Qj |

∫
Qj

|f(x)|dx < 2nλ for any subcubes Qj .

This lemma can be proved in a similar way as we did in the proof of Calderón-Zygmund decom-
position (Lemma 11). From this lemma, we can derive a handy result for BMO functions.

Lemma 28. Suppose that f ∈ BMO(Rn) with ∥f∥∗ = 1. Let Q be any cube in Rn. There exists a
sequence {Qj} of pairwise disjoint subcubes of Q such that

|f(x)− fQ| ≤
3

2
(1)

a.e. on Q\(∪jQj), and ∑
j

|Qj | ≤
2

3
|Q|, (2)

and also
1

|Qj |

∫
Qj

|f(x)− fQ|dx < 3 · 2n−1. (3)
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Proof. Note that
1

|Q|

∫
Q

|f(x)− fQ|dx ≤ ∥f∥∗ = 1 ≤ 3

2
,

so we can apply Lemma 27 for λ = 3/2 to function f(x) − fQ. Then we get a disjoint subcubes Qj

satisfying (1), and for any Qj ,

3

2
≤ 1

|Qj |

∫
Qj

|f(x)− fQ|dx <
3

2
· 2n,

which leads to (3). Plus,
|Qj | ≤

2

3

∫
Q

|f(x)− fQ|dx.

Summing up all j, we end up with∑
|Qj | ≤

2

3

∫
Qj

|f(x)− fQ|dx ≤ 2

3
|Q| · ∥f∥∗ =

2

3
|Q|,

which yields (2).

Proof of Theorem 44. By rescaling λ in Theorem 44, we can assume ∥f∥∗ = 1. It suffices to prove
for any λ > 0,

|{x ∈ Q : |f(x)− fQ| > λ}| ≤ C1e
−C2λ|Q|.

Applying Lemma 28 for the given Q, we get a sequence {Q(1)
j } of subcubes of Q s.t. |f(x) − fQ| ≤ 3

2

for a.e. x ∈ Q\(∪jQ(1)
j ),

∑
j |Q

(1)
j | ≤ 2

3
|Q| and 1

|Q(1)
j |

∫
Q

(1)
j

|f(x)− fQ|dx < 3 · 2n−1. Let Q(1) be the set

of all cubes in the sequence {Q(1)
j }.

Now, we apply Lemma 28 to each cube Q(1)
j in Q(1). Then again we obtain a sequence {Q(2)

j } of
subcubes Q(1) s.t. |f(x) − fQ(1) | ≤ 3

2
for a.e. x ∈ Q(1)\(∪j∈J (Q(1))Q

(2)
j ), where J (Q(1)) = {j : Q

(2)
j ⊂

Q(1)}, and
∑

j∈J (Q(1)) |Q
(2)
j | ≤ 2

3
|Q(1)| and 1

|Q(2)
j |

∫
Q

(2)
j

|f(x)− fQ(1) |dx < 3 · 2n−1.

We consider all cubes generated in the second stage. Set⋃
j

Q
(2)
j =

⋃
Q(1)

⋃
j∈J (Q(1))

Q
(2)
j ,

and ∑
j

|Q(2)
j | =

∑
Q(1)

∑
j∈J (Q(1))

|Q(2)
j |.

For x ∈ j ∈ J (Q(1)), we see that, from setting if x /∈ Q(1), then

|f(x)− fQ| ≤
3

2
.

If x ∈ j ∈ J (Q(1)), and x belongs to some Q(1) from the first stage,

|f(x)− fQ| ≤ |f(x)− fQ(1) |+ |fQ(1) − fQ| ≤ |f(x)− fQ(1) |+
1

|Q(1)|

∫
Q(1)

|f − fQ|,

which leads to
|f(x)− fQ| ≤

3

2
+ 3 · 2n−1
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a.e. on Q\(∪jQ(2)
j ). On the other hand, we have

∑
j

|Q(2)
j | ≤ 2

3

∑
Q(1)

|Q(1)| ≤
(
2

3

)2

|Q|.

Iterating the process described above, at N -th stage, we get a collection {Q(N)
j }, each of which is a

subcube of Q, such that

|f(x)− fQ| ≤
3

2
+ 3(N − 1) · 2n−1 ≤ 3N · 2n−1

for a.e. x ∈ Q\(∪jQ(N)
j ), and also ∑

j

|Q(N)
j | ≤

(
2

3

)N
|Q|.

For any λ ≥ 3 · 2n−1, there exists N ∈ N such that 3N · 2n−1 ≤ λ ≤ 3(N + 1) · 2n−1. Thus we see that
for λ ≥ 3 · 2n−1,

|{x ∈ Q : |f(x)− fQ| > λ}| = |{x ∈ ∪jQ(N)
j : |f(x)− fQ| > λ}|

≤
∑
j

|Q(N)
j | ≤

(
2

3

)N
|Q| ≤ e−C2λ|Q|,

where C2 =
log 3

2

3·2n−1 . For λ < 3 · 2n−1, we have

|{x ∈ Q : |f(x)− fQ| > λ}| ≤ |Q| = eC2λe−C2λ|Q| ≤ e3C2·2n−1

e−C2λ|Q|.

Let C1 = 3/2, we complete the proof of the theorem.

Corollary 13. For any 1 < p <∞, let

∥f∥∗,p = sup
Q

(
1

|Q|

∫
Q

|f(x)− fQ|pdx
)1/p

.

Then the norm ∥ · ∥∗,p on BMO is a norm equivalent to ∥ · ∥∗.

Proof. By Hölder’s inequality, it suffices to check ∥f∥∗,p ≤ Cp∥f∥∗ for f ∈ BMO(Rn). By John-
Nirenberg Theorem (Theorem 44), we get

1

|Q|

∫
Q

|f(x)− fQ|pdx =
p

|Q|

∫ ∞

0

λp−1|{x ∈ Q : |f(x)− fQ| > λ}|dλ

≤ pC1

∫ ∞

0

λp−1e−C2λ/∥f∥∗dλ

=
pC1

Cp2
∥f∥p∗

∫ ∞

0

λp−1e−λdλ (change variables λ→ ∥f∥∗λ/C2)

=
pC1Γ(p)

Cp2
∥f∥p∗.

We now turn to the sharp function.
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Definition 31. For any f ∈ L1
loc(Rn), we define the sharp function of f by

f#(x) = sup
Q

1

|Q|

∫
Q

|f(y)− fQ|dy,

where the sup is taken over all cubes containing x.

By definition, it is clear that sharp function is closely related to the BMO space. In fact, it is easy
to verify ∥f∥∗ = ∥f#∥∞. Also it is clear that for 1 < p ≤ ∞, ∥f#∥p ≤ Cp∥f∥p, simply following from
f#(x) ≲ Mf(x), and Hardy-Littlewood maximal function is bounded on Lp. We will also see that if
f ∈ Lp, ∥f∥p ≤ Cp∥f#∥p. To see that, we need a good-λ inequality of the sharp function.

Definition 32. Let

Dk =

{
n∏
j=1

[2−knj , 2
−k(nj + 1)) : each nj ∈ Z

}
,

which is a family of cubes, open on the right, whose vertices are adjacent points of the lattice (2−kZ)n.
A cube in ∪k∈ZDk := D is called a dyadic cube. The family of all dyadic cubes, D, satisfies so-called
grid structure, that is, any two dyadic cubes are either disjoint or one is contained in the other.

Define the dyadic maximal function Mdf of f by

Mdf(x) = sup
Q∈D

1

|Q|

∫
Q

|f(y)|dy,

where the sup is taken over all dyadic cubes containing x. We shall note that Mdf(x) ≤ Cf#(x) does
not hold pointwise.

Lemma 29 (Good-λ Inequality). For f ∈ L1
loc(Rn), and for any γ > 0 and any λ > 0,

|{x ∈ Rn :Mdf(x) > 2λ, f#(x) ≤ γλ}| ≤ 2nγ|{x ∈ Rn :Mdf(x) > λ}|.

Proof. When γ ≥ 2−n, the result is trivial. Suppose γ is small. By Calderón–Zygmund decomposition
of f at level λ, the set {x : Mdf(x) > λ} can be represented as a union of disjoint maximal dyadic
cubes. Thus it suffices to show

|{x ∈ Q :Mdf(x) > 2λ, f#(x) ≤ γλ}| ≤ 2nγ · |Q| (4)

for any maximal dyadic cube Q in {x : Mdf(x) > λ}. For such a cube Q, if x ∈ Q and Mdf(x) > 2λ,
then

Md(fχQ)(x) > 2λ.

Exercise 16. Check this inequality.

Use Q∗ to denote the unique dyadic cube containing Q, whose side length is twice as much as that
of Q. The cube Q∗ is called the parent of Q. By maximality of Q, we have

1

|Q∗|

∫
Q∗

|f(x)|dx ≤ λ.
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Henceforth, we see
Md(fQ · χQ)(x) ≤

1

|Q∗|

∫
Q∗

|f(x)|dx ≤ λ,

since Md(χQ) ≤ 1 and Exercise 16. By triangle inequality, we get

Md((f − χQ∗)χQ) ≥Md(fχQ)−Md(fQ∗ · χQ) ≥Md(fχQ)− λ > λ.

From the discussion above,

{x ∈ Q :Mdf(x) > 2λ, f#(x) ≤ γλ} ⊂ {x ∈ Q :Md(fQ · χQ)(x) ≥ λ}. (5)

It is not difficult to see that for any f ∈ L1 and λ > 0, from C-Z decomposition,

|{x ∈ Rn :Mdf(x) > λ}| ≤ ∥f∥1
λ

.

Using weak (1,1) estimate, we have

|{x ∈ Q :Md((f − χQ∗)χQ)(x) > λ}| ≤
∫
Q
|f − fQ∗ |
λ

≤ 2n|Q|
λ

· 1

|Q∗|

∫
Q∗

|f − fQ∗ |

≤ 2n|Q|
λ

inf
x∈Q∗

f#(x) ≤ 2n|Q|
λ

inf
x∈Q

f#(x).

Assume that {x ∈ Q : f#(x) ≤ γλ} ̸= ∅, otherwise the result is trivial. Under the assumption, we
have

|{x ∈ Q :Md((f − χQ∗)χQ)(x) > λ}| ≤ 2nγ · |Q|. (6)

Now (4) follows from (5) and (6) immediately, hence the lemma follows.

Remark 12. This lemma is a special case of Cotlar-Stein Lemma, which we will present in Lecture
20.

Theorem 45. Let 1 ≤ p <∞. Suppose that f ∈ Lp0 for some p0 ∈ [1, p]. Then there exists a constant
Cp,n independent of f such that

∥Mdf∥p ≤ Cp,n∥f#∥p.

Proof. For any N > 0, let

IN =

∫ N

0

pλp−1|{x ∈ Rn :Mdf(x) > λ}|dλ.

For f ∈ Lp0 , we have

IN ≤ p

p0
Np−p0

∫ N

0

p0λ
p0−1|{x ∈ Rn :Mdf(x) > λ}|dλ ≤ p

p0
Np−p0∥f∥p0p0 <∞.
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Thus IN is a real number. Furthermore,

IN =2p
∫ N/2

0

pλp−1|{x ∈ Rn :Mdf(x) > 2λ}|dλ (Change variables λ→ 2λ)

≤ 2p
∫ N/2

0

pλp−1|{x ∈ Rn :Mdf(x) > 2λ, f#(x) ≤ γλ}|dλ

+ 2p
∫ N/2

0

pλp−1|{x ∈ Rn : f#(x) > γλ}|dλ

≤ 2p+nγ

∫ N/2

0

pλp−1|{x ∈ Rn :Mdf(x) > λ}|dλ+
2p

γp

∫ ∞

0

pλp−1|{x ∈ Rn : f#(x) > λ}|dλ

≤ 2p+nγIN +
2p

γp
∥f#∥pp,

which implies
(1− 2p+nγ)IN ≤ 2p

γp
∥f#∥pp.

We can take γ satisfying 1− 2p+nγ = 1/2. Then we obtain

IN ≤ 2p
2+(n+2)p+1∥f#∥pp.

Letting N → ∞ we obtained the desired result.

One can obtain an interpolation result from Theorem 45, from which we see that BMO space is a
good substitute for L∞ space.

Theorem 46. Let T be a linear operator which is bounded on Lp0 for some p0 ∈ (1,∞). Suppose that
T is also bounded from L∞ to BMO. Then for any p ∈ (p0,∞), T is bounded on Lp.

Proof. Define T# by
T#f(x) = (Tf)#(x).

Then T# is a sublinear operator. For any f ∈ Lp0 , we have, by ∥f#∥p ≤ Cp∥f∥p,

∥T#f∥p0 = ∥(Tf)#∥p0 ≤ Cp0∥Tf∥p0 ≲ ∥f∥p0 ,

which shows that T# is bounded on Lp0 . On the other hand, since T is bounded from L∞ to BMO,
we get

∥T#f∥∞ = ∥(Tf)#∥∞ = ∥Tf∥∗ ≲ ∥f∥∞,

which yields the L∞-boundedness of T#. By Marcinkiewicz Interpolation Theorem (Theorem 2), we
see that T# is bounded on Lp for any p ∈ (p0,∞). Henceforth, for any f ∈ Lp with p ∈ (p0,∞), as a
consequence of Theorem 45, it follows that

∥Tf∥p ≤ ∥(Tf)#∥p ≲ ∥f∥p.

Therefore the proof is finished.
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18 Carlesen Measures

Let Rn+1
+ be the upper half plane {(x, t) ∈ Rn×R : t > 0}. Let µ be a non-negative Borel measure

on Rn+1
+ , and for any cube Q, we define the Carlesen box of Q by

Q̂ = {(x, t) ∈ Rn+1
+ : x ∈ Q, 0 ≤ t ≤ l(Q)},

where l(Q) is the side length of Q.

Definition 33. If the measure µ satisfying that for any cube Q ⊂ Rn,

µ(Q̂) ≤ C|Q|,

where C is an absolute constant independent of Q, then µ is called a Carlesen measure. For any
such measure, we denote its norm by

∥µ∥ = sup
Q

µ(Q̂)

|Q|
.

Definition 34. Denote Γ(x) = {(y, t) ∈ Rn+ : |y − x| < t} be a cone in Rn+. We define that for any
measurable function f on Rn+, the non-tangential maximal function by

N ∗f(x) = sup
(y,t)∈Γ(x)

|f(y, t)|,

where x ∈ Rn.

We begin with a well-known theorem for Carlesen measure:

Theorem 47. Let f be a continuous function on Rn+, and µ be a Carlesen measure. Then for any
0 < p <∞, we have ∫

Rn
+

|f(x, t)|pdµ ≤ C∥µ∥
∫
Rn

|N ∗f(x)|pdx. (1)

This can also be represented as

∥f∥Lp(Rn
+,dµ)

≲ ∥µ∥1/p∥N ∗f∥Lp(Rn).

To prove this theorem, we need the following theorem:

Theorem 48 (Whitney decomposition). Let Ω be an open set in Rn. Suppose that the complement
Ωc is not empty. Then there is a non-overlapping collection of cubes {Qj} such that

Ω =
⋃
j

Qj ,

and
C1l(Qj) ≤ dist (Qj ,Ω

c) ≤ C2l(Qj),

where C1 and C2 are constants independent of Qj .
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Proof. Recall that for any k ∈ Z,

Dk =

{
n∏
j=1

[2−knj , 2
−k(nj + 1)) : each nj ∈ Z

}

gives a collection of all dyadic cubes of side length 2−k. For given k ∈ Z, we set

Ωk = {x ∈ Ω : 3
√
n · 2−k < dist (x,Ωc) ≤ 3

√
n · 2−k+1}.

Let Qk be defined by
Qk = {Q ∈ Dk : Q ∩ Ωk ̸= ∅},

and
Q =

⋃
k

Qk.

We shall see that Ω can be represented as a union of those cubes in Q, that is,

Ω =
⋃
Q∈Q

Q.

Indeed, from the definition of Qk, it follows that Q ∈ Dk touching Ωk does not contain any point of
Ωc, and thus such a dyadic cube Q is contained in Ω. Henceforth, every Q ∈ Q is contained in Ω, i.e.⋃

Q∈Q
Q ⊂ Ω.

On the other hand, Ω = ∪kΩk and Ωk is covered by those Q’s in Qk, that is,

Ω =
⋃
k

Ωk ⊂
⋃
k

⋃
Q∈Qk

Q =
⋃
Q∈Q

Q.

Then the claim follows. Now prove the other part of theorem. For any Q ∈ Q of side length 2−k, from
the definition of Qk, we get that there is a point x ∈ Q satisfying

3
√
n · 2−k < dist (x,Ωc) ≤ 3

√
n · 2−k+1,

which implies
2
√
n · l(Q) < dist (Q,Ωc) ≤ 6

√
n · l(Q). (2)

Here we use the triangle inequality dist (x,Ωc) ≤ diam (Q) + dist (Q,Ωc). Notice that those cubes in
Q may not be mutually disjoint. We let Q∗ denote the collection of maximal dyadic cubes in Q. Then
write

Ω =
⋃

Q∈Q∗

Q,

which leads to a Whitney decomposition because Q∗ is a family of disjoint dyadic cubes and hence the
desired inequality follows from (2).
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Return to Theorem 47. Let

Eλ = {(x, t) ∈ Rn+1
+ : |f(x, t)| > λ},

and
E∗
λ = {x ∈ Rn : N ∗f(x) > λ}.

Observe that Theorem 47 follows from

µ(Eλ) ≲ ∥µ∥ · |E∗
λ|. (3)

In fact, notice that ∫
Rn+1

+

|f(x, t)|pdµ = p

∫ ∞

0

λp−1µ(Eλ)dλ

≲ ∥µ∥ · p
∫ ∞

0

λp−1|E∗
λ|dλ

≲ ∥µ∥
∫
Rn

|N ∗f(x)|pdx,

which is exactly the inequality (1). So it suffices to prove (3), when µ is a Carlesen measure. To do
that, we can assume that the open set E∗

λ has a finite Lebesgue measure so that its complement is not
empty. Then we can apply Whitney decomposition to represent

E∗
λ = ∪jQj ,

where Qj ’s are mutually disjoint dyadic cubes in Rn, satisfying

C1l(Qj) ≤ dist (Qj , (E
∗
λ)
c) ≤ C2l(Qj). (4)

We need a technical lemma to finish the proof:

Lemma 30. There is an absolute constant α such that

Eλ ⊂
⋃
j

α̂Qj ,

where αQj stands for a dilation of Qj by the constant α.

Proof. For any ball (or cube) B in Rn, a tent based on B is given by T (B) = {(y, t) ∈ Rn+1
+ : B(y, t) ⊂

B}, where B(y, t) stands for a ball in Rn centered at y ∈ Rn and of radius t. Let (y, t) ∈ Eλ. We claim
that B(y, t) ⊂ E∗

λ. To see why this claim is true, we observe first that for any x ∈ B(y, t), (y, t) ∈ Γ(x).
This is because by definition of cone, |y − x| < t. Hence

N ∗f(x) = sup
(y′,t)∈Γ(x)

|f(y′, t)| ≥ |f(y, t)| > λ.

This means that any point in the ball B(y, t) belongs to E∗
λ, which leads to the claim.

Let α = 100C2, where C2 is the constant in (4). We prove that

Eλ ⊂
⋃
j

T (αQj), (5)
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from which the Lemma follows. From the fact B(y, t) ⊂ E∗
λ and Whitney decomposition for E∗

λ, we see
that for any (y, t) ∈ Eλ,

B(y, t) ⊂
⋃
j

Qj , (6)

where Qj satisfies (4). Hence there exists a dyadic cube Qj such that Qj ∩B(y, t) ̸= ∅ and Qj satisfies
(4). We shall consider the magnitude of those Qj ’s, which touch B(y, t), comparing the size of the
ball B(y, t). Then we run into only two cases: every Qj touching B(y, t) is of side length smaller than
4t/α or at least one of Qj ’s touching B(y, t) has its side length ≥ 4t/α. We will see that the first case
cannot occur since α is much larger than C2. The last claim can be proved by contradiction. Assume
that l(Qj) < 4t/α for every Qj obeying Qj ∩B(y, t) ̸= ∅. Then (6) and the assumption yields that y,
the center of the ball B(y, t), is contained in a dyadic cube Qj ⊂ Rn whose side length l(Qj) < 4t/α.
Thus we see that

8C2Qj ⊂ B(y, t). (7)

On the other hand, (4) tells that
dist (Qj , (E

∗
λ)
c) ≤ C2l(Qj),

which, combined with (7), yields
B(y, t) ∩ E∗

λ)
c ̸= ∅,

which contradicts to the fact B(y, t) ⊂ E∗
λ since E∗

λ)
c ∩ E∗

λ) = ∅. Hence, the second case must occur,
i.e. there exists a dyadic cube Qj such that Qj ∩B(y, t) ̸= ∅ and l(Qj) ≥ 4t/α. Thus we have

B(y, t) ⊂ αQj ,

which implies that for any (y, t) ∈ Eλ,

(y, t) ∈ T (B(y, t)) ⊂ T (αQj).

Therefore, we obtain (5), and the lemma follows.

Proof of Theorem 47. Given Lemma 30, we get

µ(Eλ) ≤ µ(∪jα̂Qj) ≤
∑
j

µ(α̂Qj) ≲ ∥µ∥
∑
j

|Qj | ≲ ∥µ∥ · |E∗
λ|,

hence the proof is done.

The other part of the lecture is to construct a Carlesen measure. We can use a BMO function to
generate one. Let b ∈ BMO(Rn) and

Qtb(x) = ψt ∗ b(x),

where ψt(x) = t−nψ(x/t) and ψ is a radial function obeying
∫
ψ = 0 with

|ψ(x)|+ |∇ψ(x)| ≤ C

(1 + |x|)n+ϵ
(8)

for some ϵ > 0. For any Lebesgue measurable set E ⊂ Rn+1
+ , we define a measure µ by

µ(E) =

∫
E

|ψt ∗ b(x)|2
dxdt

t
.
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Theorem 49. Let µ be the measure given as above for any given b ∈ BMO. Then µ is a Carlesen
measure whose norm satisfies

∥µ∥ ≲ ∥b∥2∗.

This can be rephrased by
dµ = |ψt ∗ b|2

dxdt

t
.

Proof. For aby cube Q ⊂ Rn, we aim to show

µ(Q̂) ≲ ∥b∥2∗ · |Q|.

We write
b = (b− b2Q)χ2Q + (b− b2Q)χ(2Q)c + b2Q := b1 + b2 + b3.

Notice that
ψt ∗ b3(x) = b2Q

∫
ψt(x)dx = b2Q

∫
ψ(x)dx = 0.

Thus by triangle inequality, we can dominate

µ(Q̂) ≲
∫
Q̂

|ψt ∗ b1|2
dxdt

t
+

∫
Q̂

|ψt ∗ b2|2
dxdt

t
:= I1 + I2.

The first term I1 can be estimated by using Littlewood-Paley Theorem.

Exercise 17. Prove that for radial function ψ with
∫
Rn ψ = 0 and (8), we have∫

Rn+1
+

|ψt ∗ f(x)|2
dxdt

t
≲ ∥f∥22,

for any f ∈ L2(Rn).

Now use the Exercise above, we obtain

I1 ≤
∫
Rn+1

+

|ψt ∗ b1|2
dxdt

t

≲
∫
Rn

|b1(x)|2dx ≲
∫
2Q

|b− b2Q|2dx ≲ ∥b∥2∗ · |Q|.

It remains to control the second term I2. Since b2 is supported outside 2Q, we majorize

|ψt ∗ b2(x)| ≤
1

tn

∫
|ψ(x− y

t
)| · |b2(y)|dy

≤ C

tn

∫
|b(y)− b2Q|

(1 + t−1|x− y|)n+ϵ
dy

=C

∫
(2Q)c

tϵ|b(y)− b2Q|
(t+ |x− y|)n+ϵ

dy.

When (x, t) ∈ Q̂ and y /∈ 2Q, we have

|x− y| ≥ |y − c(Q)| − |x− c(Q)| ≥ 1

2
|y − c(Q)|,
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since x ∈ Q and y /∈ 2Q, where c(Q) stands for the center of the cube Q. Using this observation, we
can further control |ψt ∗ b2(x)| by

Ctϵ
∫
(2Q)c

|b(y)− b2Q|
(t+ |x− y|)n+ϵ

≲ tϵ

l(Q)ϵ
∥b∥∗,

if (x, t) ∈ Q̂. (Exercise) Now we dominate the second term I2 by∫
Q̂

|ψt ∗ b2|2
dxdt

t
≲ ∥b∥2∗

∫
Q

∫ l(Q)

0

t2ϵ−1

l(Q)2ϵ
dtdx ≲ ∥b∥2∗ · |Q|

as desired. Hence we obtain µ(Q̂) ≲ ∥b∥2∗ · |Q|, and the theorem follows.
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19 T1 Theorem in Full Version

We now present the full version of T1 theorem.

Theorem 50 (T1 Theorem, David and Journé). Suppose that T is a singular integral operator
associated to a Calderón–Zygmund kernel. Then T extends to a bounded operator on L2 iff T satisfies
the WBP, T1 ∈ BMO and T ∗1 ∈ BMO.

Remark 13. We know in Lecture 16, T1 is defined as a linear functional on S0(Rn). So T1 ∈ BMO

means that there is a function b ∈ BMO such that for any ψ ∈ S0(Rn),

⟨T1, ψ⟩ = ⟨b, ψ⟩ ,

where the right side is the usual inner product in L2(Rn), i.e.,
∫
b(x)ψ(x)dx. Of course, T ∗1 ∈ BMO

has a similar meaning.

First we deal with the necessity part. We have seen in Lecture 16 that WBP is a necessary
condition. Let T be an L2-extendable SIO associated with to a C-Z kernel. It now remains to show
T1 ∈ BMO and T ∗1 ∈ BMO can be treated in a similar manner.

Lemma 31. Let T be an L2-extendable SIO associated with to a C-Z kernel. Suppose that f is a
bounded function of compact support. Then Tf ∈ BMO and

∥Tf∥∗ ≲ ∥f∥∞. (1)

The implicit constant C in ≲ is independent of f .

Proof. When f is a bounded function supported in a compact set, it belongs to L2. Thus Tf makes
sense and it belongs to L2 because T can be extended to L2. Of course in the Tf , the operator T
means the extension operator of the SIO T . We still use T to denote the extension. Hence we aim to
prove the function Tf obeys (1). For any cube Q ⊂ Rn, let

aQ =

∫
Rn

K(c(Q), y)f(y)χ(5Q)c(y)dy = T (fχ(5Q)c)(c(Q)),

where c(Q) stands for the center of Q. We estimate via the triangle inequality,
1

|Q|

∫
Q

|Tf(x)− aQ|dx ≤ 1

|Q|

∫
Q

|T (fχ(5Q)c)(x)|dx+
1

|Q|

∫
Q

|T (fχ(5Q)c)(x)− aQ|dx.

The first term in RHS can be controlled by(
1

|Q|

∫
Q

|T (fχ(5Q)c)(x)|dx
)1/2

≲
(

1

|Q|

∫
5Q

|f(x)|2dx
)1/2

≲ ∥f∥∞.

Here we used Cauchy-Schwartz first, then the L2-boundedness of T . The second term in the RHS is
majored by

1

|Q|

∫
Q

∫
(5Q)c

|K(x, y)−K(c(Q), y)| · |f(x)|dydx

≲ ∥f∥∞ · 1

|Q|

∫
Q

∫
(5Q)c

|x− c(Q)|ϵ

|x− y|n+ϵ
dydx (By smoothness condition of K)

≲ ∥f∥∞.
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Combining very last inequality with previous estimate, we obtain

sup
Q

1

|Q|

∫
Q

|Tf(x)− aQ|dx ≲ ∥f∥∞.

By knowledge in BMO space (see Lecture 17), we know ∥Tf∥∗ ≲ ∥f∥∞, which prove the desired
result.

Lemma 32. Let T be an L2-extendable SIO associated to a C-Z kernel. Then T extends to a bounded
operator from L∞ to BMO.

Proof. For any j ∈ Z, let Bj = B(0, 2j), a ball centered at the origin, of radius 2j . When T is
L2-extendable, we can define Tf for any f ∈ L∞ by for any Bj with j ≥ 0 and x ∈ Bj ,

Tf(x) = T (fχ5Bj
)(x) +

∫
Rn

[K(x, y)−K(0, y)] f(y)χ(5Bj)c(y)dy.

Let x ∈ Bj ( Bj′ . Then

bBj
(x)− bBj′

(x) =T (fχ5Bj
− fχ5Bj′

)(x) +

∫
(5Bj)c

[K(x, y)−K(0, y)] f(y)dy

−
∫
(5Bj′ )

c

[K(x, y)−K(0, y)] f(y)dy

= −
∫
5Bj′\5Bj

K(0, y)f(y)dy = CBj ,Bj′
,

where the constant CBj ,Bj′
is independent of x. Recall that two functions that differ by a constant

are treated as the same function in BMO. Thus in the BMO space, Tf(x) is well-defined and it is
independent of the choices of Bj ’s. Using Lemma 31, we have

∥T (fχBj
)∥∗ ≤ C∥f∥∞,

where C is a constant independent of f and Bj . On the other hand, for x ∈ Bj ,∣∣∣∣∫
Rn

[K(x, y)−K(0, y)] f(y)χ(5Bj)c(y)dy

∣∣∣∣ ≤ ∥f∥∞c
∫̇

(5Bj)c
|K(x, y)−K(0, y)|dy ≤ C∥f∥∞,

since the C-Z kernel satisfies the Hörmander’s condition. Combining the results above, we get

∥Tf∥∗ ≲ ∥f∥∞

for any f ∈ L∞, as desired.

We now return to prove T1 ∈ BMO. We aim to find a BMO function b such that ⟨T1, ψ⟩ = ⟨b, ψ⟩
for all ψ ∈ S0(Rn) holds. We let b be defined by

b(x) = T (χ5Bj
)(x) +

∫
Rn

[K(x, y)−K(0, y)]χ(5B)c(y)dy.

for any x ∈ Bj . By Lemma 32, b ∈ BMO(Rn). Then for any ψ ∈ S0(Rn) supported in BJ for some
positive integer J , we see that

⟨T1, ψ⟩ = ⟨T (χ5BJ
), ψ⟩+

〈
χc5BJ

, T ∗ψ
〉
.
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Since
∫
ψ = 0, we get

〈
χc5BJ

, T ∗ψ
〉
=

∫
χc5BJ

(x)

[∫
[K(y, x)−K(0, x)]ψ(y)dy

]
dx,

which, by Fubini’s Theorem, equals to ⟨g, ψ⟩, where

g(x) =

∫
[K(y, x)−K(0, x)]χc5B(y)dy.

Henceforth, we end up
⟨T1, ψ⟩ = ⟨T (χ5BJ

), ψ⟩+ ⟨g, ψ⟩ = ⟨b, ψ⟩ .

Therefore, we obtain T1 ∈ BMO and similarly T ∗1 ∈ BMO. We finish the proof of “only if” part of
Theorem 50.

We now turn to the proof of “if” part. Let ϕ, ψ be radial Schwartz functions on Rn such that∫
Rn

ϕ(x)dx = 1,∫
Rn

ψ(x)dx = 0,∫ ∞

0

|ϕ̂(t)|2 dt
t

= 1.

In addition, we assume that ψ is R-valued. Recall that

Ptf(x) = ϕt ∗ f(x),

Qtf(x) = ψt ∗ f(x),

where ϕt(x) = t−nϕ(x/t) and ψt(x) = t−nψ(x/t). All those convolution operators are well-defined for
f ∈ Lp with p ∈ [1,∞] and t > 0. For any b ∈ BMO and any ϵ > 0, we define a paraproduct by

Πb,ϵf(x) =

∫ 1
ϵ

ϵ

Qt(QtbPtf)(x)
dt

t
.

Define a SIO Πb by
⟨Πbφ,ψ⟩ = lim

ϵ→0
⟨Πb,ϵφ,ψ⟩ ,

for any φ,ψ ∈ S(Rn). For any b ∈ BMO(Rn), Πb1 is a linear functional on S0(Rn), defined by

⟨Πb1, φ⟩ = lim
ϵ→0

⟨Πb,ϵ1, φ⟩ ,

for any φ ∈ S0(Rn).

Lemma 33. As a linear functional on S0(Rn), Πb1 = b.

Proof. First we have

Πb,ϵ1(x) =

∫ 1
ϵ

ϵ

Qt(QtbPt1)(x)
dt

t
=

∫ 1
ϵ

ϵ

Qt(Qtb)(x)
dt

t
,
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since Pt1(x) = 1. Moreover, it follows from Fubini’s Theorem that

⟨Πb,ϵ1, φ⟩ =
∫ 1

ϵ

ϵ

〈
b,Q2

tφ
〉 dt
t

=

〈
b,

∫ 1
ϵ

ϵ

Q2
tφ
dt

t

〉
.

By Calderón reproducing formula, wee see that

lim
ϵ→0

⟨Πb,ϵ1, φ⟩ = ⟨b, φ⟩ ,

because

lim
ϵ→0

| ⟨Πb,ϵ1− b, φ⟩ | = ∥b∥∗ · lim
ϵ→0

∥∥∥∥∥
∫ 1

ϵ

ϵ

Q2
tφ
dt

t
− φ

∥∥∥∥∥
H1

= 0.

Here H1 is the dual space of BMO and ∥ · ∥H1 is the norm of H1. We used a generalized Calderón
reproducing formula (see below) in H1 space or equivalently,

b(x) = lim
ϵ→0

∫ 1
ϵ

ϵ

Q2
t b(x)

dt

t

as a linear functional on S0(Rn). The proof to this is left to readers.

Remark 14. Formally, one can derive

b(x) =

∫ ∞

0

Q2
t b(x)

dt

t
,

in a non-rigorous way, say, by taking Fourier transform for both sides to see that

b̂(ξ) =

∫ ∞

0

|ψ̂(|ξ|t)|2b̂(ξ)dt
t

= b̂(ξ)

∫ ∞

0

|ψ̂(t)|2 dt
t

= b̂(ξ).

Exercise 18. In this exercise, we aim to prove the generalized Calderón reproducing formula. Let
p ∈ (1,∞), f ∈ Lp. Prove that

lim
ϵ→0

R→∞

∥∥∥∥∫ R

ϵ

Q2
tf
dt

t
− f

∥∥∥∥
p

= 0.

Here Qt is defined by Qtf = ψt ∗ f with R-valued radial Schwartz function ψ satisfying ψ̂(0) = 0 and∫∞
0

|ψ̂(t)|2 dt
t
= 1.

Hint: First prove that there exists a function η ∈ S(Rn) with η̂(0) = 1 and

−t∂t(ηt ∗ f) = ψt ∗ ψt ∗ f = Q2
tf. (2)

The function η can be defined simply by setting

η̂(ξ) = 1−
∫ 1

0

ψ̂(tξ)2
dt

t
.

Such a function is a Schwartz function because its Fourier transform belongs to S. The key observation
is that η̂(tξ) =

∫∞
t
ψ̂(sξ)2 ds

s
since ψ is radial, which implies ∂t(η̂(tξ)) = −t−1(ψ̂t)

2(ξ). The last equality
gives the identity (2), from which it follows that∫ R

ϵ

Q2
tf(x)

dt

t
= −

∫ R

ϵ

∂t(ηt ∗ f)(x)dt = ηϵ ∗ f(x)− ηR ∗ f(x).
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Note that by DCT (why?),
lim
R→∞

∥ηR ∗ f∥p = ∥ lim
R→∞

ηR ∗ f∥p = 0.

Verify this in details. Thus combining what have been proved, one can reach

lim
ϵ→0

R→∞

∥∥∥∥∫ R

ϵ

Q2
tf
dt

t

∥∥∥∥
p

= lim
ϵ→0

∥ηϵ ∗ f∥p = ∥f∥p,

since {ηϵ} is an approximation to the identity. One can also show the pointwise convergence (prove
this).

From the definition of Πb,ϵ, the adjoint operator of Πb,ϵ is

Π∗
b,ϵf(x) =

∫ 1
ϵ

ϵ

P∗
t (QtbQ

∗
t f)(x)

dt

t
,

where P∗
t and Q∗

t are adjoint to Pt and Qt respectively. Then the adjoint operator Π∗
b of the SIO Πb

is given by
⟨Π∗

bφ,ψ⟩ = lim
ϵ→0

〈
Π∗
b,ϵφ,ψ

〉
for any φ,ψ ∈ S(Rn). We then have

Π∗
b1 = 0,

because

Π∗
b,ϵ1 =

∫ 1
ϵ

ϵ

P∗
t (QtbQ

∗
t1)(x)

dt

t

=

∫ 1
ϵ

ϵ

P∗
t0(x)

dt

t
(by Q∗

t1 = 0)

=0. (by P∗
t0 = 0)

We will see that, when b ∈ BMO, Πb extends to an operator bounded on Lp(Rn). First we verify the
L2-boundedness of Πb.

Lemma 34. Let b ∈ BMO. Then Πb extends to an operator bounded on L2(Rn).

Proof. It suffices to show that for any f ∈ L2,

∥Πb,ϵf∥L2(Rn) ≲ ∥f∥2.

Here the hidden constant in ≲ is independent of f and ϵ. For any f, g ∈ L2, we control

| ⟨Πb,ϵf, g⟩ | =

∣∣∣∣∣
∫ 1

ϵ

ϵ

∫
Rn

Qt(QtbPtf)(x)g(x)
dxdt

t

∣∣∣∣∣
=

∣∣∣∣∣
∫ 1

ϵ

ϵ

∫
Rn

Qtb(x)Ptf(x)Q
∗
t g(x)

dxdt

t

∣∣∣∣∣
≤
(∫ ∫

Rn

|Ptf(x)Qtb(x)|2
dxdt

t

) 1
2
(∫ ∫

Rn

|Q∗
t g(x)|2

dxdt

t

) 1
2

≤
(∫ ∫

Rn

|Ptf(x)|2|Qtb(x)|2
) 1

2

∥g∥2.
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Here we used Cauchy-Schwartz and the L2-boundedness of (
∫
|Q∗

t g(x)|2 dtt )
1/2, which is a consequence

of Plancherel theorem as Theorem 38. By Theorem 49, we know that the measure dµ = |Qtb(x)|2 dxdtt
is a Carlesen measure since b ∈ BMO. We can employ Carlesen inequality in Theorem 47 to estimate
the double integral in the last expression, so that we obtain

| ⟨Πb,ϵf, g⟩ | ≲
(∫

Rn

sup
(y,t)∈Γ(x)

|Ptf(y)|2dx

) 1
2

∥g∥2,

which can be further bounded by ≲ ∥Mf∥2∥g∥2 ≲ ∥f∥2∥g∥2, from which the L2-boundedness of Πb

follows.

To conclude that Πb extends to an L2-bounded operator, by Calderón–Zygmund theory, we only
need to prove that Πb is a SIO associated to a C-Z kernel.

Lemma 35. Let b ∈ BMO. Then Πb is a SIO associated to a C-Z kernel.

Proof. We represent
Qt(QtbPtf)(x) =

∫
Rn

Kt(x, y)f(y)dy,

where Kt is given by
Kt(x, y) =

1

t2n

∫
Rn

ψ(
x− z

t
)ϕ(

z − y

t
)Qtb(z)dz.

Then

Πb,ϵf(x) =

∫
Rn

[∫ 1
ϵ

ϵ

Kt(x, y)
dt

t

]
f(y)dy.

Thus we see that the SIO Πb is associated to the kernel, in the sense of distribution,

lim
ϵ→0

∫ 1
ϵ

ϵ

Kt(x, y)
dt

t
:= K(x, y).

To finish the proof, it remains to show the kernel K is a C-Z kernel. The proof relies on the following
two inequalities on Qtb,

∥Qtb∥∞ ≤ C∥b∥∗ (3)

and
∥∇xQtb∥∞ ≤ Ct−1∥b∥∗, (4)

where the constant C is independent of b and t. To see why (3) is true, we write

Qtb(x) =

∫
Rn

ψt(x− y)[b(y)− bQ(x,t)]dy,

where Q(x, t) is a cube centered at x and of side length t, and bQ(x,t) is the average of b over Q(x, t) as
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usual. Inserting the absolute value into the integrand in the last integral, we further control

|Qtb(x)| ≲
∫
Rn

1

tn(1 + |x−y|
t

)n+1
|b(y)− bQ(x,t)|dy

≲
∫
2Q(x,t)

t

(t+ |x− y|)n+1
|b(y)− bQ(x,t)|dy

+

∫
(2Q(x,t))c

t

(t+ |x− y|)n+1
|b(y)− bQ(x,t)|dy

≲ 1

|Q(x, t)|

∫
2Q(x,t)

|b(y)− bQ(x,t)|dy

+

∫
(2Q(x,t))c

t|b(y)− bQ(x,t)|
|y − x|n+1

dy

≲ ∥b∥∗ +
t

t
∥b∥∗ ≤ C∥b∥∗,

which yields (3). To verify (4), we write ∇xQtb(x), in terms of convolution, as

∇xQtb(x) =

∫
Rn

∇x(ψt(x− y))b(y)dy =

∫
Rn

1

tn+1
∇ψ(x− y

t
)b(y)dy =

1

t
(∇ψ)t ∗ b(x).

Notice that ∫
(∇ψ)t(x)dx =

∫
∇ψ(x)dx = 0,

by integration by parts and
∫
ψ = 0, and for any N ∈ N,

|(∇ψ)t(x)| ≲
1

tn
· 1

(1 + |x|
t
)N
.

We see that (∇ψ)t behaves like ψt. Repeat the method we used for the proof of (3) and then we are
able to obtain (4).

Now we will see how the Lemma 35 follows from (3) and (4). Indeed, from (3), we get

|Kt(x, y)| ≲
1

t2n
∥Qtb∥∞ ·

∫
Rn

1

(1 + |x−z|
t

)N
· 1

(1 + |z−y|
t

)N
dz

≲ ∥b∥∗ ·
1

tn
· 1

(1 + |x−y|
t

)N
.

Henceforth,
|K(x, y)| ≲

∫ ∞

0

|Kt(x, y)|
dt

t
≲ ∥b∥∗

∫ ∞

0

1

tn
· 1

(1 + |x−y|
t

)N
dt,

which implies
|K(x, y)| ≲ ∥b∥∗

|x− y|n
.

Similarly, (4) yields

|∇K(x, y)| ≲ ∥b∥∗
|x− y|n+1

.

Hence we’ve shown that K is a C-Z kernel.
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Finally we turn the proof of sufficiency condition of T1 theorem. We need to show that T extends
to an L2-bounded operator if T satisfies the WBP, T1 ∈ BMO and T ∗1 ∈ BMO. In the proof, the
paraproduct Πb plays a role of translation, making a BMO function to a zero function. To see that,
we set T1 = b1 and T2 = b2 in the sense of distribution, where b1, b2 ∈ BMO. Define a SIO by

T0 = T −Πb1 −Π∗
b2
.

By Lemma 33 and Π∗
b1 = 0, we have

T01 = T1−Πb11−Π∗
b2
1 = b1 − b1 = 0,

T ∗
0 1 = T ∗1−Π∗

b1
1−Πb21 = b2 − b2 = 0.

By Theorem 43, the simple version of T1 theorem, T0 can be extended to an bounded operator on L2.
Therefore from T = T0 + Πb1 + Π∗

b2
is L2-extendable and T1 theorem, the full version of T1 theorem,

or Theorem 50 is established.



20 COTLAR-STEIN LEMMA 98

20 Cotlar-Stein Lemma

When analyzing an operator T , very often we decompose it into T =
∑

j∈Z Tj , where Tj ’s usually
are well-localized in some sense and they satisfy

sup
j

∥Tjf∥ ≤ C∥f∥2. (1)

However, this is not enough to characterize the L2-boundedness of T . But if we have some orthogonality
conditions from Tj ’s, say

Tj1T
∗
j2

= T ∗
j1
Tj2 = 0

for any j1 ̸= j2, and T ∗ is the adjoint of T . then we are able to conclude T is bounded on L2 by (1).
This is a special case of Cotlar-Stein lemma, and the orthogonality conditions can also be replaced by
weak orthogonality conditions, which we will discuss below.

Lemma 36. For any operator T and any k ∈ N, we have

∥T∥ = ∥(TT ∗)k∥1/2k.

Recall that the norm is given by
∥T∥ = sup

f∈L2

f ̸=0

∥Tf∥2
∥f∥2

.

Exercise 19. Check that ∥T∥ = ∥T ∗∥ and ∥T1T2∥ ≤ ∥T1∥ · ∥T2∥.

Proof. By the preceding exercise, we see that

∥(TT ∗)k∥1/2k ≤
(
∥T∥k∥T ∗∥k

)1/2k
= ∥T∥.

Now to show the reverse. First note that ∥T∥ ≤ ∥TT ∗∥1/2. This is true because by duality,

∥TT ∗∥ = sup
f∈L2

f ̸=0

∥TT ∗∥2
∥f∥2

= sup
f∈L2

f ̸=0

sup
g∈L2

g ̸=0

⟨TT ∗f, g⟩
∥f∥2∥g∥2

= sup
f∈L2

f ̸=0

sup
g∈L2

g ̸=0

⟨T ∗f, T ∗g⟩
∥f∥2∥g∥2

≥ sup
f∈L2

f ̸=0

⟨T ∗f, T ∗g⟩
∥f∥22

= sup
f∈L2

f ̸=0

∥T ∗f∥22
∥f∥22

= ∥T ∗∥2 = ∥T∥2.

It suffices to show for any k ∈ N,

∥(TT ∗)k∥1/2k ≤ ∥(TT ∗)k+1∥1/2(k+1).

Since TT ∗ is self-adjoint operator, this is a consequence of the following strong result:

∥Uk∥1/k ≤ ∥Uk+1∥1/(k+1), (2)

where U is self-adjoint. We prove it by induction. The base step when k = 1 is a consequence of
∥T∥ ≤ ∥TT ∗∥1/2 with T replaced by U . Let k ≥ 2. Assume for any integer m with 1 ≤ m ≤ k − 1,

∥Um∥1/m ≤ ∥Um+1∥1/(m+1).
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Observe that ∥Uk∥2 ≤ ∥Uk−1∥ · ∥Uk+1∥. This is true because by self-adjoint property of U , we notice
that

∥Ukf∥22 =
〈
Ukf, Ukf

〉
=
〈
Uk−1f, Uk+1f

〉
≤ ∥Uk−1∥ · ∥Uk+1∥ · ∥f∥22.

Using the inductive hypothesis with m = k − 1, we obtain

∥Uk∥2 ≤ ∥Uk∥
k−1
k ∥Uk+1∥,

so we prove (2), and we’re done.

Lemma 37 (Cotlar-Stein Lemma). Let {Tj}j∈Z be a sequence of operators satisfying (1). Suppose
that

∥Tj1T ∗
j2
∥ ≤ a(j1 − j2)

∥T ∗
j1
Tj2∥ ≤ a(j1 − j2),

where a is a non-negative function on R. Then∥∥∥∥∥∑
j∈Z

Tj

∥∥∥∥∥ ≤
∑
j∈Z

a(j)1/2.

Here
∑

j∈Z Tj = limN→∞
∑N

j=−N Tj .

Proof. Let S =
∑N

j=−N Tj . It is sufficient to show that

∥S∥ ≤
∑
j∈Z

a(j)1/2.

By Lemma 36, we know for any k ∈ N, ∥S∥ = ∥(SS∗)k∥1/2k. Expand (SS∗)k to get

(SS∗)k =
∑

−N≤j1,j2,··· ,j2k≤N

Tj1T
∗
j2
· · ·Tj2k−1

T ∗
j2k
.

There are two ways that we can estimate the norm of each single term in RHS. First we see

∥Tj1T ∗
j2
· · ·Tj2k−1

T ∗
j2k

∥ ≤ ∥Tj1T ∗
j2
∥ · · · ∥Tj2k−1

T ∗
j2k

∥ ≤
k∏
i=1

a(j2i−1 − j2i).

Second we see

∥Tj1T ∗
j2
· · ·Tj2k−1

T ∗
j2k

∥ ≤ ∥Tj1∥ · ∥T astj2
Tj3∥ · · · ∥T ∗

j2k−2
Tj2j−1

∥ · ∥T ∗
j2k

∥,

which is bounded by

a(0)1/2

(
k−1∏
i=1

∥T ∗
j2i
Tj2j+1

∥

)
a(0)1/2 = a(0)

k−1∏
i=1

a(j2i − j2i+1).

Taking geometric mean of both bounds, we end up with

∥(SS∗)k∥ ≤ a(0)
1
2

∑
−N≤j1,··· ,j2k≤N

2k−1∏
i=1

a(j2i − j2i+1)
1/2

≤ a(0)
1
2 (2N + 1)

[∑
j

a(j)1/2

]2k−1

.
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Combine with ∥S∥ = ∥(SS∗)k∥1/2k, we see that for any k ∈ N,

∥S∥ ≤ a(0)
1
4k (2N + 1)

1
k

[∑
j

a(j)
1
2

] 2k−1
2k

.

Let k → ∞, we obtain the result.

Now we provide an application of Cotlar-Stein lemma to Hilbert transform. Hilbert transform H

can be partitioned into
H =

∑
j∈Z

Tj ,

where Tj is defined by
Tjf(x) =

∫
2j≤|t|<2j+1

f(x− t)
dt

t
.

It is easy to see that there is a constant independent of j of such that Tjf(x) ≤ CMf(x), from which
we get the uniform L2-estimates for Tj ’s, namely,

sup
j

∥Tjf∥2 ≤ C∥f∥2.

Notice that T ∗
j = −Tj . To obtain the weak orthogonality, we need to verify

∥Tj1Tj2∥ ≲ 2−|j1−j2|, (3)

for any j1, j2. By Cotlar-Stein lemma, we get the L2-boundedness of Hilbert transform H. This leads
to an alternative proof for Hilbert transform without using Fourier transform.

We now turn to the proof (3), the almost orthogonality of Tj ’s. WLOG, we can assume that

j1 < j2.

We aim to show
∥Tj1Tj2∥ ≲ 2−(j2−j1). (4)

For any j ∈ Z, let

Kj(x) =
χ∆j

(x)

x
,

where ∆j = {x ∈ R : 2j ≤ |x| < 2j+1}. Then it is clear that

Tjf(x) = Kj ∗ f(x).

Henceforth we get for any f ∈ L2,

∥Tj1Tj2f∥2 = ∥Kj1 ∗Kj2 ∗ f∥2 ≤ ∥Kj1 ∗Kj2∥1∥f∥2.

We shall analyze Kj1 ∗Kj2 more carefully. We write

Kj1 ∗Kj2(x) =

∫
1

t
χ∆j1

(t) · 1

x− t
χ∆j2

(x− t)dt.
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By the support conditions of χ∆j1
and χ∆j2

, we can localize

2j1 ≤ |t| < 2j1+1,

2j2 ≤ |x− t| < 2j2+1.

Using triangle inequality and the last constraints for t and x− t, we see the range of x as follows:

2j2 − 2j1+1 ≤ |x− t| − |t| ≤ |x| ≤ |x− t|+ |t| < 2j2+1 + 2j1+1.

We only need to focus on those x obeying 2j2 − 2j1+1 ≤ |x| < 2j2+1 +2j1+1, since Kj1 ∗Kj2(x) vanishes
otherwise. We further break the range of x into three parts:

2j2 − 2j1+1 ≤ |x| < 2j2 + 100 · 2j1 , (5)

2j2 + 100 · 2j1 ≤ |x| < 2j2+1 − 100 · 2j1+1, (6)

2j2+1 − 100 · 2j1+1 ≤ |x| ≤ |x| < 2j2+1 + 2j1+1. (7)

When |x| obeying (5) or (7), we see that such x’s only occupy a set E whose measure is at most 500 ·2j1 .
We then see that ∫

E

|Kj1 ∗Kj2(x)|dx ≤ ∥Kj1 ∗Kj2∥∞ · |E| ≲ 2−(j2−j1),

because ∥Kj1 ∗Kj2∥∞ ≲ 2−j2 . When x satisfies (6), notice that for t ∈ ∆j1 ,

|x− t| ≥ |x| − |t| ≥ 2j2 + 100 · 2j1 − 2j1+1 > 2j2 ,

and
|x− t| ≤ |x|+ |t| ≤ 2j2+1 − 100 · 2j1+1 + 2j1+1 < 2j2+1.

Thus when x lies in the case (6), x− t ∈ ∆j2 provided that t ∈ ∆j1 . Thus we get, for x obeying (6),

|Kj1 ∗Kj2(x)| =
∣∣∣∣∫ 1

t
χ∆j1

(t) · 1

x− t
dt

∣∣∣∣
=

∣∣∣∣∫ 1

t
χ∆j1

(t) ·
(

1

x− t
− 1

x

)
dt

∣∣∣∣
=

∣∣∣∣∫ χ∆j1
(t) · 1

(x− t)x
dt

∣∣∣∣ ≲ 2j1−2·j2 .

Integrating in all such x, we have∫
2j2+100·2j1≤|x|<2j2+1−100·2j1+1

|Kj1 ∗Kj2(x)|dx ≲ 2−(j2−j1).

Combine previous results, we see that

∥Kj1 ∗Kj2∥1 ≲ 2−(j2−j1).

Hence we show (4), and we’re done!



21 THE BESICOVITCH SET 102

21 The Besicovitch Set

A needle is moved continuously in a plane to its opposite direction. What is the least area required
to make such a movement? This is so called Kakeya needle problem, posted in 1927. It sounds plausible
that the least area could be related to π. However, astonishingly the least area can be as small as
possible. The solution to Kakeya needle problem relies on a fundamental construction of Besicovitch
which yields a set of measure zero that contains line segments in all possible directions. Such a set
plays a significant role in modern analysis. For example, it shows that Lebesgue differentiation theorem
can not be extended to higher dimensional spaces arbitrarily. More precisely, let us consider

lim
diam (R)→0

R∈R

1

|R|

∫
R

f(x− y)dy, (1)

where R is a family of rectangles. It is natural to ask whether the limit in (1) converges to f(x) a.e. if
f ∈ Lp with 1 < p <∞. Of course, we have learnt the convergence holds when R is a family of cubes
or balls, by Lebesgue differentiation theorem. However, the convergence property relies on how many
directions pointed by rectangles and the boundedness of eccentricity of rectangles. Closely related to
the pointwise convergence is the problem of Lp-boundedness of the corresponding maximal operator
MR, defined by

MRf(x) = sup
R∈R

1

|R|

∫
R

|f(x− y)|dy.

There are different ways to produce the Besicovitch set, for instance, Kahane’s construction by Cantor
sets. In this section, we present the Besicovitch set in terms of a union of a large number of congruent
thin rectangles in the plane with a high degree of overlap. Let N be a sufficiently large number. We
use RN to denote a family of rectangles of side lengths 1 and 2−N . For any R ∈ RN , R̃ denotes the
rectangle obtained by translating R two units in the positive direction (see Figure 1 below).

Figure 1: R̃, a translation of R
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Theorem 51. Given any ϵ > 0, there exists an integer N and 2N many rectangles R1, · · · , R2N ∈ RN

such that ∣∣∣∣∣∣
2N⋃
j=1

Rj

∣∣∣∣∣∣ < ϵ,

and the R̃j ’s are pairwise disjoint for j = 1, · · · , 2N , and so | ∪j R̃j | = 1. Here R̃j denotes the two-unit
translation of Rj , as defined above.

A family of R1, · · · , R2N in Theorem 51 can be made by cutting an initial triangle into a large
number of subtriangles, obtained by equally by dividing the base of the original triangle, and then shift
those subtriangles to make them overlap significantly so that their union has small measure. We will
describe these in details now.

Start with a triangle T . Suppose T is the triangle △ABC, with the base AB. The middle point
M of the base yields two subtriangles, the “left” triangle △AMC and the “right” triangle △MBC. Let
α ∈ (1/2, 1) be a constant of proportionality. We shift △MBC leftward such that |PB′|

|B′C′| =
|PA|
|AC| = α.

We end up with a overlapping figure, call Φ(T ). See Figure 2 below:

Figure 2: Bisecting T and shifting subtriangles

△AB′P is similar to the triangle △ABC with ratio α. We call △AB′P the “heart” of Φ(T ),
denoted by Φh(T ). The remaining part of Φ(T ) is called the “arms” of Φ(T ), denoted by Φa(T ),
consisting of two small triangles △QPC ′ and △PRC in Figure 2. See Figure 3 below.

Because the ratio between two triangles Φh(T ) and T is α, we see that

|Φh(T )| = α2|T |. (2)

Now to evaluate the area of the arm Φa(T ), we draw a line segment EF , parallel to the base AB′, and
passing through the intersection point P .

We use ∼ to mean the similar triangles, and ∼= to mean the congruent triangles from now on. It
is clear △EPC ′ ∼ △M ′B′C ′ with ratio 1− α. By reflection, it is easy to see that △EPC ′ ∼= △PFR.
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Figure 3: The arms and the heart of Φ(T )

Figure 4: The arms Φa(T )

Similiarly, △PFC ∼ △AMC, with ratio 1− α, and it is congruent to the △PEQ. Henceforth, we get

|Φa(T )| = 2(1− α)2|T |. (3)

Combine (2) and (3), we obtain

|Φ(T )| = (α2 + 2(1− α)2)|T |. (4)

We will iterate the above basic process sufficiently many times to obtain Theorem 51. Let’s start
with a large integer n and a triangle, say △ABC. We subdivide the base AB into 2n equal subintervals,
with division points A = A0, A1, · · · , A2n = B. In this way, we divide the original triangle △ABC
into many smaller triangles. We are in particular interested in those 2n−1 many smaller triangles
A2jA2j+2C, where 0 ≤ j < 2n−1. The base of such a triangle has midpoint A2j+1.

Now for fixed α ∈ (1/2, 1), we preform the basic process, described in Figure 6 below, for each
triangle A2jA2j+2C’s to get a figure Φ(A2jA2j+2C), for j ∈ [0, 2n−1). In this way, we then obtain 2n−1

“hearts” and also 2n−1 pairs of “arms”. By this construction, the right side of the heart Φh(A2jA2j+2C)

is parallel to the side CA2j+2, which is parallel to the left side of heart Φh(A2j+2A2j+4C). Here
0 ≤ j < 2n−1 − 1.
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Figure 5: Divide △ABC into subtriangles A2jA2j+2C’s

Hence, we can translate Φ(A2j+2A2j+4C) leftwards so that the left side of Φ(A2j+2A2j+4C) coin-
cides with the right side of Φh(A2jA2j+2C) (see Figure 7 below, in the right part of which, the point
A′

2j+2 coincides with A2j+2.)
We shall carry out such a translation for all triangles △A2jA2j+2C, 0 ≤ j < 2n−1. Then we can

incorporate each of these 2n−1 hearts Φh(A2jA2j+2C) into one heart, which is similar to △ABC. So
far, we have shifted the 2n subtriangles of △ABC, forming a figure that we call Ψ1(ABC). This figure
contains a heart, namely the disjoint union of the translates of the hearts Φh(A2jA2j+2C), 0 ≤ j < 2n−1.
It is easy to see that

|Φh(Ψ1(ABC))| = α2|△ABC|. (5)

because Φh(Ψ1(ABC)) ∼ △ABC with ratio α. The rest of Ψ1(ABC) consists of the union of the
translated arms Φa(A2jA2j+2C), called the arms of Ψ1(ABC), or Φa(Ψ1(ABC)). It is clear that

|Φa(Ψ1(ABC))| ≤
2n−1−1∑
j=0

|Φa(A2jA2j+2C))| = 2(1− α)2|△ABC|. (6)

Here we used (3) and |△A2jA2j+2C| = 2−n+1|△ABC|. There can be considerable overlap among these
translated arms, although we did not take advantage of this in the estimate (6). Putting (5) and (6)
together, we obtain

|Ψ1(ABC)| ≤ (α2 + 2(1− α)2)|△ABC|. (7)

We have seen that the heart of Ψ(ABC) is a union of 2n−1 triangles (for translated hearts), which
we will not further break into smaller triangles in order to maintain the original 2n triangles AjAj+1C,
0 ≤ j < 2n − 1. The final figure we aim to create will be made of a union of translated AjAj+1C’s.
In addition, we shall choose the proportionality constant α near 1 so that 1 − α is very tiny. In such
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Figure 6: Making Φ(A2jA2j+2C) and Φ(A2j+2A2j+4C)

Figure 7: Shifting Φ(A2j+2A2j+4C) leftwards to Φ(A2jA2j+2C)

a way, we can see that the contribution, in terms of the area, from those “arms” is insignificant since
it is bounded by a continuous function of 1 − α. Thus we focus on the main contribution, the heart
Ψ1(ABC). The above algorithm for △ABC with 2n+1 many division points in its base, can be carries
out on the heart of Ψ1(ABC), a triangle with 2n−1 +1 many division points in the base. Here n in the
first stage is replaced by n−1 in the second stage. When shifting those 2n−1 translated “hearts” in the
heart of Ψ1(ABC), we move the corresponding attached arms in the same way. When the process is
completed, we end up a figure, called Ψ2(ABC) and containing a heart and some arms as Ψ1(ABC).
Keep in mind that the translated triangles AjAj+1C can NOT be broken into pieces. The picture
made by those shifted arms may become messy due to the high degree of overlap. But we will see the
contribution from those arms, even treated as they are disjoint mutually, is insignificant because we
choose α near 1. To see this, notice that the arms of the figure Ψ2(ABC) consists of two parts, the
arms in Ψ1(ABC) and the additional arms made by the algorithm acted on the heart of Ψ1(ABC). As
we did in the first stage, we see that the area if the additional arms contributes at most

2(1− α)2|Φh(Ψ1(ABC))| = 2(1− α)2α2|△ABC|.
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Henceforth, the area of arms of Ψ2(ABC) is controlled by

|Φa(Ψ2(ABC))|+ 2(1− α)2α2|△ABC| = (2(1− α)2α2 + 2(1− α)2)|△ABC|, (8)

which is small when α is near 1. Meanwhile, the heart of Ψ2(ABC) has its area

α2|Φh(Ψ1(ABC))| = α2α2|△ABC|,

which gets smaller since α ∈ (1/2, 1), compared to the contribution of the heart of Ψ2(ABC). Com-
bining this with (8) yields

|Ψ2(ABC)| ≤ (α2α2 + 2(1− α)2 + 2(1− α)2α2)|△ABC|. (9)

The process can be iterated and finally we obtain Ψn(ABC), where the algorithm terminates. It follows
from (9) and induction that

|Ψn(ABC)| ≤ (α2n + 2(1− α)2 + 2(1− α)2α2 + · · ·+ 2(1− α)2α2n−2)|△ABC|. (10)

The arms of Ψn(ABC) contributes at most

2(1− α)2 + 2(1− α)2α2 + · · ·+ 2(1− α)2α2n−2 ≤ 2(1− α)2
∞∑
j=0

α2j ≤ 2(1− α).

Therefore we have
|Ψn(ABC)| ≤ (α2n + 2(1− α))|△ABC|. (11)

The set Ψn(ABC) is essentially the Besicovitch set we are looking for, because its area can be made
as small as we wish when α is near 1 and n is sufficiently large.

To finish the proof of Theorem 51, we make a crucial geometrical observation now. We had already
seen that Ψn(ABC) is a union of translated triangles AjAj+1C’s. Let us denote the triangle AjAj+1C

by Tj for j = 0, 1, · · · , 2n−1. Those Tj ’s share a common vertex C. We use T ′
j to denote the shifted Tj

that comprises Ψn(ABC). Let Cj denote the vertex of corresponding to the common vertex C. T ∗
j is

used to denote the triangle obtained by reflecting the T ′
j through Cj . While the triangles T ′

j ’s overlap
to a very high degree, the reflected triangle T ∗

j ’s are mutually disjoint.
In fact, if Tj2 was originally to the right Tj1 , then by the algorithm Tj2 was moved leftwards to

Tj1 , so the vertex Cj2 is to the left of Cj1 . The relative positions of the reflected triangles T ∗
j1

and T ∗
j2

are then described as in Figure 8, from which the disjointness of the reflected triangles is clear.

Finally we pass from the triangles above to rectangles. We choose the original triangle ABC to be
an equilateral triangle whose height is 2. For any triangles T ′

j that makes up Ψn(ABC), we draw a line
from its vertex Cj to the midpoint Mj of its base, marking off the points Pj and Qj on it at distance
1/2 and 3/2 from the vertex Cj . We let Rj denote the rectangle whose major axis is PjQj , whose side
lengths are 1 and 2−N . Here N = n + L, where L is a fixed large integer (see Figure 9 below). Since
the angle of T ′

j at the vertex Cj is larger than c1 · 2−n, for some small positive constant c1, we can
always choose L large enough so that Rj ⊂ T ′

j .
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Figure 8: Reflected subtriangles are disjoint

We now have 2n many rectangles Rj ’s of dimension 1 × 2−N . To get 2N = 2L2n many such
rectangles, notice that both Ψn(ABC) = ∪jT ′

j and its reflection, given by ∪jT ∗
j , are covered by a 5× 5

cube. By taking 2L disjoint copies of Ψn(ABC) and its reflection, we obtain 2N rectangles with side
lengths 1 and 2−N . Those rectangles are contained in a set of measure at most

2L(α2n + 2(1− α))|△ABC|,

which can be made smaller than arbitrary given ϵ > 0 if we take n large enough and α sufficiently close
to 1. Henceforth, there is an integer N depending on ϵ, such that∣∣∣∣∣

N⋃
j=1

Rj

∣∣∣∣∣ ≤ ϵ.

Finally we verify the mutual disjointness of the translations R̃j ’s. According to the way how we select
Rj in Figure 9, we see that R̃j is the reflection of Rj through Cj . The disjointness of R̃j follows from
the crucial geometrical observation in Figure 8, as shown in Figure 10 below. Therefore we complete
the proof of Theorem 51.

Remark 15. The existence of the Besicovitch set is really a striking phenomenon in analysis, go-
ing beyond common sense and usual imaginations. It indicates the significant difference between
1-dimensional analysis and higher dimensional analysis. Very often the main obstacle arises from the
Besicovitch set in many analysis problems, for instance, the well-known Bochner-Riesz conjecture, re-
striction conjecture, and Kakeya conjecture, etc. To close the section, let us state another famous
problem in analysis, a conjecture of Zygmund.

Let v : R2 → S1 be a vector field in R2, consisting of unit vectors. Zygmund posed a question
asking if

lim
ϵ→0

1

2ϵ

∫ ϵ

−ϵ
f(x− tv(x))dt = f(x)



21 THE BESICOVITCH SET 109

Figure 9: The rectangle Rj

Figure 10: The disjointness of R̃j ’s

for a.e. x ∈ R2, where v is a Lipschitz vector field and f ∈ L2. In other words, he asked whether any
L2 function is differentiable along Lipschitz directions. This is a longstanding problem and it turns
out to be extremely challenging. It is even unknown for the C∞ vector fields. The real enemy again
is caused by the Besicovitch set. Some known positive results on the real analytic vector fields were
proved by Bourgain, who was able to show that the Besicovitch set can not occur in the real analytic
vector field case.
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22 Lp (p ̸= 2) Unboundedness of Disc Multipliers

We are interested in the disc multiplier operator, given by

T̂Bf(ξ) = χB(ξ)f̂(ξ),

for f ∈ L2(R2). Here B is a ball in R2. It is easy to see, by Plancherel theorem, that TB is bounded
on L2. It was proved by C. Fefferman in his Ph.D. thesis that TB can not be bounded on any Lp if
p ̸= 2. Let D denote the unit ball in R2, centered at the origin. By a standard translation and dilation
argument, it is easy to see that the Lp-boundedness of TB is equivalent to that of TD. More precisely,
suppose that

∥TDf∥p ≤ Cp∥f∥p (1)

for all f ∈ Lp. Then
∥TBf∥p ≤ Cp∥f∥p (2)

for all f ∈ Lp. Conversely, (2) implies (1). Hence, we see that the Lp-norm of TB (if exists) is
independent of the location and the magnitude of B.

Theorem 52. The disc multiplier TB is unbounded on Lp(R2) provided p ̸= 2.

Remark 16. This theorem is still valid in the higher dimensional Rn case. The unboundedness result
follows from a surprising application of the Besicovitch set, discussed in Lecture 21. It reinforces
what we said in the last lecture, there is a significant difference between 1-dimensional and higher-
dimensional one. In the 1-dimensional case, the interval multiplier is an Lp-multiplier for all p ∈ (1,∞)

because it can be represented as linear combinations in terms of the Hilbert transform. However, the
Lp-boundedness if the ball multiplier operator turns out to be false in the higher dimensional Rn.

We need some background before we give a proof to the theorem.

Definition 35. For any unit vector u ∈ R2, we define

Suf(x) =

∫
ξ·u>0

f̂(ξ)e2πix·ξdξ,

which is the multiplier operator whose multiplier is the characteristic function of the half plane {ξ :

ξ · u > 0}.

We will see some relation between the disc multiplier TB and the operator Su.

Lemma 38. Given p ∈ [1,∞), let u1, · · · , uN be unit vectors in R2 and f1, · · · , fN ∈ L2∩Lp. Suppose
that the disc multiplier TD is bounded on Lp. Then∥∥∥∥∥∥

(
N∑
j=1

|Sujfj |2
)1/2

∥∥∥∥∥∥
p

≤ Cp

∥∥∥∥∥∥
(

N∑
j=1

|fj |2
)1/2

∥∥∥∥∥∥
p

.

Here Cp is an absolute constant depending on p but independent of N , uj and fj ’s.
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Proof. Let us recall a result in Lecture 11, following from Khinchin’s inequality (Lemma 13). Any
Lp-bounded linear operator T satisfies the following vector-valued inequality,∥∥∥∥∥∥

(
N∑
j=1

|Tfj |2
)1/2

∥∥∥∥∥∥
p

≤ Cp

∥∥∥∥∥∥
(

N∑
j=1

|fj |2
)1/2

∥∥∥∥∥∥
p

, (3)

where Cp is independent of N and fj ’s. We will use this inequality in the proof.

For any unit vector u ∈ R2, let Bu
R denote a ball of radius R, centered at Ru (See Figure 11 below).

As R→ ∞, the Bu
R tends to the half plane {ξ ∈ R2 : ξ · u > 0}.

Figure 11: The ball Bu
R and its limit

From the definition of Bu
R and TB, it is clear that

TBu
R
f(x) = e2πRu·xTBR

(fe−2πiRu·(·))(x), (4)

where BR is a ball, of radius R, centered at the origin. Because of the Lp-boundedness of TD, there
exists a constant Cp such that

∥TDf∥p ≤ Cp∥f∥p

for all f ∈ Lp. By the equivalence of (1) and (2), we get for any f ∈ Lp,

∥TBR
f∥p ≤ Cp∥f∥p.

From (4), we also obtain
|TBu

R
fj | = |TBR

(fje
2πiRuj ·(·))|,

so that we can apply (3) to the operator TBR
and the functions fje2πiRuj ·(·)’s, and then end up with∥∥∥∥∥∥

(
N∑
j=1

|TBu
R
fj |2

)1/2
∥∥∥∥∥∥
p

≤ Cp

∥∥∥∥∥∥
(

N∑
j=1

|fj |2
)1/2

∥∥∥∥∥∥
p

. (5)

Observe that, since the ball Bu
R increases to fill up the half plane {ξ · u > 0}, DCT yields

lim
R→∞

∥TBu
R
f − Suf∥2 = 0

whenever f ∈ L2. We see that T
B

uj
R
fj converges to Sujfj in L2, and consequently an appropriate

subsequence converges to Sujfj a.e. Therefore the lemma follows from (5) by Fatou’s Lemma.
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Definition 36. For f ∈ L2(Rn), ϵ > 0, we define S+ and Sϵ by

Ŝ+f(ξ) = χ(0,∞)(ξ)f̂(ξ),

Ŝϵf(ξ) = χ(0,∞)(ξ)e
−2πϵξf̂(ξ).

By Fourier inversion theorem, Sϵ can be written as

Sϵf(x) =

∫ ∞

0

f̂(ξ)e2πi(x+iϵ)ξdξ.

Moreover, by Plancherel theorem, we see that for any f ∈ L2,

S+f(x) = lim
ϵ→0+

Sϵf(x) = lim
ϵ→0+

∫ ∞

0

f̂(ξ)e2πi(x+iϵ)ξdξ, (6)

where x ∈ R and the limits are taken in the L2 sense.

Lemma 39. There is a positive constant C such that for any |x| ≥ 1,

|S+χ(−1/2,1/2)(x)| ≥
C

|x|
.

Proof. Notice that for any f ∈ L1 ∩ L2 and any ϵ > 0,∫ ∞

0

f̂(ξ)e2πi(x+iϵ)ξdξ =

∫ ∞

0

(∫
R

f(y)e−2πiyξdy

)
e2πi(x+iϵ)ξdξ

=

∫
R
f(y)

(∫ ∞

0

e−2πiyξe2πi(x+iϵ)dξ

)
dy =

1

2πi

∫ ∞

−∞

f(y)

y − x− iϵ
dy.

Here we used the Fourier transform of L1 functions and Fubini’s theorem, which is valid because of the
integrability of the integrand. By (6), we can represent

S+χ(−1/2,1/2)(x) = lim
k→∞

∫ ∞

0

f̂(ξ)e2πi(x+iϵk)dξ,

where {ϵk} is some positive sequence whose limit is 0. Employing this fact and the representation of
Sϵf we just derived, we see that

|S+χ(−1/2,1/2)(x)| ≥ lim
k→∞

1

2π

∣∣∣∣∣
∫ 1

2

− 1
2

1

y − x− iϵk
dy

∣∣∣∣∣ ≥ C

|x|
,

since |x| ≥ 1.

Lemma 40. Let u be a unit vector and R denotes a thin rectangle of dimensions 1 × 2−N , which is
parallel to the vector u. R̃ represents the translation of R along u direction by two units. Then

|SuχR(x)| ≥ CχR̃(x).

Here C is an absolute constant independent of u, R and x.

Proof. Since the inequality in invariant under translation and rotation, we can set up an appropriate
coordinate axes so that u is in the x1-direction and

R =

{
(x1, x2) : −

1

2
< x1 <

1

2
,−2−N−1 < x2 < 2−N−1

}
,
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Figure 12: The rectangle R and R̃ in the new coordinate axes

and
SuχR(x1, x2) =

∫
ξ1>0

χ̂R(ξ1, ξ2)e
2πi(x1ξ1+x2ξ2)dξ1dξ2.

Since now we have χR(x1, x2) = χ(−1/2,1/2)(x1)χ(−2−N−1,2−N−1)(x2), the Fourier transform of χR
can be represented as

χ̂R(ξ1, ξ2) = ̂χ(−1/2,1/2)(ξ1)χ̂(−2−N−1,2−N−1)(ξ2),

from which we get
SuχR(x1, x2) = S+χ(−1/2,1/2)(x1)χ(−2−N−1,2−N−1)(x2).

When x = (x1, x2) ∈ R̃, |x1| > 1 and x2 ∈ (−2−N−1, 2−N−1). Consequently, for x ∈ R̃,

|SuχR(x)| ≥
C

|x1|
≥ C,

following from Lemma 39 and the fact that |x1| is bounded above by 5/2 when (x1, x2) ∈ R̃. The
desired estimate then follows.

Proof of Theorem 52. We’re ready to give the proof to our main result. By equivalence of (1) and
(2), it suffices to show Lp-unboundedness of TD, where D is the unit ball (disc) centered at the origin.
We can also assume 1 < p < 2 since p > 2 case follows by duality and the case p = 1 is a consequence of
the complex interpolation. We prove the main result by contradiction. Assume that there is a number
1 < p < 2 such that TD is bounded on Lp. We aim to derive a contradiction under the assumption.

The main tool is Besicovitch set, discussed in Lecture 21. By Theorem 51, the Besicovitch con-
struction, for any ϵ > 0, we can take a collection of rectangles R1, · · · , R2N such that each of those
rectangles has side length 1× 2−N , ∣∣∣∣∣∣

2N⋃
j=1

Rj

∣∣∣∣∣∣ < ϵ,

and R̃j ’s are mutually disjoint so that | ∪j R̃j | = 1. Let uj be the unit vector in the positive direction
of the longest side of Rj . Then Lemma 40 yields

|SujχRj
(x)| ≥ CχR̃j

(x),
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from which we see that∥∥∥∥∥∥∥
 2N∑
j=1

|SujχRj
|2
1/2

∥∥∥∥∥∥∥
p

≥ C

∥∥∥∥∥∥∥
 2N∑
j=1

|χR̃j
|2
1/2

∥∥∥∥∥∥∥ ≥ C

∣∣∣∣∣⋃
j

R̃j

∣∣∣∣∣
1/p

= C.

On the other hand, by Lemma 38, we obtain for 1 < p < 2,∥∥∥∥∥∥∥
 2N∑
j=1

|SujχRj
|2
1/2

∥∥∥∥∥∥∥
p

≤Cp

∥∥∥∥∥∥∥
 2N∑
j=1

|χRj
|2
1/2

∥∥∥∥∥∥∥
p

≤Cp

∥∥∥∥∥∥∥
 2N∑
j=1

|χRj
|2
1/2

∥∥∥∥∥∥∥
2

·

∣∣∣∣∣∣
2N⋃
j=1

Rj

∣∣∣∣∣∣
1
p−

1
2

(Hölder)

=Cp

(∑
j

|Rj |

)1/2

·

∣∣∣∣∣∣
2N⋃
j=1

Rj

∣∣∣∣∣∣
1
p−

1
2

≤Cpϵ
1
p−

1
2 .

Putting this upper bound together with the lower bound above, we get

C ≤ Cpϵ
1
p−

1
2 .

By letting ϵ→ 0, it is clear that this is impossible since C is positive. Therefore, the Lp-unboundedness
of the disc multiplier, or Theorem 52, is established.
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